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Abstract

The world today is made up of a series of highly interconnected complex systems
characterised by uncertainty. Human minds struggle with complexity, and the tools
available to help us are limited. This often leads to reductionism, focusing on the parts
rather than the whole. Working with individual parts ignores the dynamics that result
from interdependencies between components. It is these interactions that determine
the behaviour we experience in real world situations. This dissertation presents
‘interlinked thinking’ as a communication and analytical approach to help people work
with, rather than ignore, complexity. It aims to build understanding of feedbacks loops
and systems in a way that does not require expert modelling skills. It is a participatory
process that allows people not familiar with systems thinking to have a structured
dialogue on how components interrelate, and share their mental models. Links
between components are debated and decided on in a workshop session. The
resultant causal loop diagrams are transcribed to a matrix and an algorithm run to

analyse the links in the system.

The interlinked thinking method was tested using three case studies to answer the
principal research question: Does understanding the relationships between indicators
add value and progress sustainable well-being? Well-being is multi-dimensional, and
the complex behaviour of the well-being system does not come from individual
indicators but from the interrelationships between indicators and resultant feedback
loops. Participants who applied interlinked thinking confirmed value was gained from:
(1) increased understanding of the indicators in the system; (2) more visible
relationships; (3) expanding the toolkit to work with complexity; (4) an increased
ability to bring important issues to the attention of decision-makers; (5) consideration

of intervention impacts; and (6) encouraging integrated thinking.

Interlinked thinking can be replicated and used in any situation where having a better
understanding of interconnectedness is important but time, resources, and modelling

skills are limited.

Key words: interlinked thinking; systems thinking; sustainable well-being; causal loop

diagrams; complexity; interconnected; feedback loops; mental model
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1 INTRODUCTION

Both citizens and policy makers are generally aware of the high degree of
connectedness, and the resultant complexity of the world we live in. There is a need
for integrative tools to navigate complex interconnected systems when decisions are
made. As more and more detailed information becomes available, the trend is to
delegate the integration of knowledge to specialists with technical expertise and tools.
A key reason for this delegation is time and cost. Decision-makers and policy people
when dealing with uncertainty are after the best information they can acquire within a

set time period and budget.

As a consequence integration skills become a specialist activity sub-contracted to
experts. Non-specialists (the majority of decision-makers and policy people) lack the
tools to consider how factors interrelate in their day-to-day work situation. The focus
of their decision-making thereby narrows to their own area of knowledge increasing
the risk that insufficient weight is placed on critical relationships with other domains of
influence. In an interconnected world decisions have significant cause-and-effect, so
not taking interrelationships between factors into account (for example, how an
increase in inequality can increase racism) will result in silo conversations, which are

not addressing root causes.

This dissertation develops a method for policy-makers to consider the
interconnectedness between their area of expertise and other areas in an accessible
way. The method does not require a large investment of time, or the skills of an expert
modeller; such as those belonging to the system dynamics fraternity. The new
approach laid out in this dissertation can be replicated and used in any area where
having a better understanding of interconnectedness is important. It has been tested
in three cases studies related to well-being. The reason, given the wealth of
possibilities, that these three case studies have been selected is that case study one

directly links to the research carried out as part of the Sustainable Pathways 2 project



(discussed in the next section). The second case study was requested by participants
involved in the first case study. The third case study was chosen by the researcher to
test the method developed in a non-participatory context and with international

rather than New Zealand indicators.

This introductory chapter maps the research undertaken. It first introduces the
Sustainable Pathways 2 project to provide the context in which this research was
positioned. The rationale and importance of the study is then discussed. This is
followed by the principal research question, and the intermediate questions addressed
in answering the principal question. Subsequent chapters address each of the

intermediate questions. Last a précis of each chapter is provided.

1.1 RESEARCH CONTEXT — SUSTAINABLE PATHWAYS 2

This research is part of the wider research project ‘Sustainable Pathways 2’ or ‘SP2’
which was funded by the Ministry of Business Innovation and Employment from 2009

to 2015 (MAUX0906).

The goal of the SP2 research project is to provide a range of tools and processes to
support integrated, dynamic, and strategic decision-making, specifically at the local
government level in New Zealand (van den Belt, Forgie, et al., 2010). Central to SP2 are
the many challenges associated with the sustainable well-being of the increasing
number of people living in cities. Typically, bigger populations result in pressure to
provide transport infrastructure, education, health, employment, housing, etc., at the
same time as protecting heritage, biodiversity, landscapes, water, and other
environmental and social qualities. Managing the trade-offs related to well-being
through time is a key concern of the SP2 project. For instance: will the result of
exploiting the environment today be restricted and poorer quality outcomes in the

future?

The toolkit (see Figure 1-1) that has been assembled as part of the SP2 project
provides practical and implementable tools to assist the integrated decision-making
processes of local government planning in 21* century New Zealand. The complexity
associated with achieving quality urban living puts severe strain on segmented

planning frameworks. The SP2 toolkit increases the options for dealing with this



complexity, providing both technological and non-technical platforms to support

integrated decision-making and governance.

The SP2 research project addressed three objectives:

Objective 1: To work with stakeholders to build systems thinking skills and develop
scoping models. To achieve this objective, a series of workshops involving stakeholders
from the public, private, and non-government sectors were held in the Auckland
Council and Greater Wellington regions. As part of these workshops stakeholders
worked together and built qualitative and quantitative models. These models were
created to provide an integrated picture, from the stakeholder’s perspective, of how
key variables (such as health, education, transport, the economy) relate to each other
and interact over time (with time lags taken into account). The Objective 1 research
team members were from Ecological Economics Research New Zealand, based at

Massey University.

Objective 2: To bring together existing models covering population, land use,
transport, economic activity, and environmental factors into a platform where they
interlink. The resultant ‘Integrated Scenario Explorer’ models were constructed for
both the Auckland Council and Greater Wellington regions. These models provide
detailed spatial modelling capacity and simulate high-resolution scenarios. Their
function is to facilitate ways to explore, in advance, alternative transition pathways
and the long-term impacts of present day decisions. Research team members were
from Market Economics (Auckland) and the Research Institute for Knowledge (The

Netherlands).

Objective 3: To advance new ways to embed integrated planning into council actions
and processes. This required the institutionalisation in councils of the tools developed
by the SP2 project to support decision-making. The Objective 3 research team was
solely comprised of researchers seconded from councils — Auckland Council, Greater
Wellington Regional Council, and Waikato Regional Council. Three Council co-
collaborators were paid to be part of the research team and were tasked with leading
the social transition and institutional change required as a prerequisite to the adoption

of the SP2 toolkit applications.



The decision-support tools implemented by the SP2 research team to facilitate
integrated decision-making at local and central government levels in New Zealand are
shown in Figure 1-1. The developed toolkit spans the non-technical (on the left) to the

technical (on the right).

Qualitative Quantitative
Int ted
Systems thinking Mediated System n egra' e
-interlinked Modelling Dynamics Scenario
thinking method Explorer

Figure 1-1: SP2 integrated decision support toolkit.
(Adapted from van den Belt & Forgie, 2015, Figure 1, p. 1).

‘Systems thinking’ was used in a series of workshops which focused on freshwater
management in the Auckland Council region (van den Belt & Forgie, 2015). Systems
thinking is a field of knowledge that emphasises the importance of feedback loops that
result from the interaction between component parts over time. You get insight into
how things work in the real world by looking at the whole and the patterns that exist

(Senge, 2006; Maani and Cavana, 2007).

‘Mediated Modelling’ is a process of model building ‘with’ rather than ‘for
stakeholders, ideally over a series of 8-10 workshops held at monthly intervals (van
den Belt, 2000, 2004). The Mediated Modelling workshops had ‘System dynamics’
models® constructed as outputs (van den Belt, Forgie, Stouten, & Solomon, 2012; van

den Belt, Forgie, Stouten, Thornton, & McDonald, 2012).

% For example, the Auckland region system dynamics model integrated: A) Population by four
ethnic groups: Pasifika; Asians; Maori (indigenous people of New Zealand); and Europeans; and
change due to i) births; ii) deaths; iii) immigration; and iv) emigration; B) The Economy under
four themes: employment; ‘attractiveness’ of the region; GDP; and funding gaps; C) Education
achievement measured by the National Certificate of Educational Achievement (NCEA) level 2
or higher qualifications; D) Health care demands for children and the elderly; E) Terrestrial
natural capital depletion due to urbanisation and stressor pressure; F) Transport (active
mode); G) Crowding (and quality) of housing; H) Governance and policy solutions; |) External
factors such as Climate Change and unemployment outside the Auckland region.
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At the right end of the continuum, the ‘Integrated Scenario Explorer’ models were
constructed for both the Auckland Council and Greater Wellington Regional Council
regions, to provide high resolution spatial modelling capacity. The ‘Integrated Scenario
Explorer’ models capitalise on the significant investments that the Councils have made
in existing modelling infrastructure. The models were not built from scratch; rather
they connect models in current use for decision-making purposes. The choice was
made to connect existing models as these models have been subject to extensive

review and debate, including court processes.

‘Interlinked thinking’3 is the tool described in this dissertation. The construction of the
Mediated Models and Integrated Spatial Explorers required significant time
commitments, from both end-users and modellers. In addition, specialist modelling
skills are needed to build and operate these models. Underlying the development of
interlinked thinking was a revealed need to provide systems insights and socialise the

use of the specialised SP2 quantitative models to maximise their benefits.

The process of developing the Mediated Modelling and Integrated Scenario Explorer
models made apparent the significant gap between people proficient in the use of
systems modelling and those who had no previous experience or exposure. Interlinked
thinking aims to bridge this gap, extend people’s systems horizons, and provide a way
to share mental models in a systems context. Moreover, the aspiration was to do this
without requiring significant inputs of resources and time. Interlinked thinking

therefore fills a need and complements the integrative toolkit.

The case study topic of ‘well-being’ came out of the ‘Mediated Modelling’ workshops,
run for the Greater Wellington region. The stakeholders agreed that gaining a better
understanding of the relationships between the indicators used to measure well-being
in the region (the Wellington Region Genuine Progress Index or WR-GPI) would be a

valuable contribution from the SP2 project.

Within the context of the SP2 research project there was the added requirement that

any new tool developed should complement the other research streams. Therefore,

* | have used ‘interlinked thinking’ as the name for the method developed in this dissertation.
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the method developed specifically worked towards understanding relationships

between indicators in a way that:

e adds/demonstrates value to users over and above unconnected indicators

e is manageable and low cost

e facilitates policy-making by making mental models and relationships explicit
e s transparent

e enhances understanding of the impacts of intervention/change; and

e increases understanding of complexity

Interlinked thinking, developed as a complementary tool in the SP2 toolkit, aims to

allow people to work with systems without being experts.

1.2 RATIONALE AND IMPORTANCE OF THE STUDY

The SP2 toolkit is concerned with providing practical and implementable tools to
facilitate integrated decision-making processes in local government. The SP2 tools all
focus on encouraging thinking systemically, exploring understanding of linkages, and
help decision-makers approach challenges from a systems perspective. When the SP2
toolkit is utilised, users choose the appropriate tool by selecting the one that best adds

value to their current context.

Understanding interconnectedness is important for people to make sense of the world
in which they live. Complex behaviour does not come from the complexity of the
components but from the interactions (feedback loops and time lags) among
components (Hovmand, 2014; Sterman, 2000). To operate successfully decision-
makers need to understand the emergent properties of the system well enough to
make changes in the right direction. A connected system has general patterns that are
not obvious from studying the individual parts of the system. The need for assistance

in this respect is nothing new. As Simpson stated in 1944

Synthesis has become both more necessary and more difficult as
evolutionary studies have become more diffuse and more specialized.

Knowing more and more about less and less may mean that the



relationships are lost and the grand pattern and great processes of life are

overlooked (Simpson, 1944, p. xv).

The relationships in a system and the complex patterns of interconnections are
revealed via feedback loops. Following these feedback loops allows us to gain
understanding of how effects can be distanced in time and space, from their cause.
According to Kim “How we describe our actions in the world affects the kinds of
actions we take in the world” (1999, p. 6). Therefore, being able to show and
understand the interrelationships in a complex system will facilitate managing that
system. We are also better able to manage situations where mental models are
aligned, so it is important that assumed relationships between factors are visible and

explicit (Kim, 1999).

The specific research interest for this dissertation is well-being and how indicators
chosen to measure well-being interconnect. For example, as material standards of
living increase, greater pressure is put on scarce natural resources for the output of
more goods. Both the production and disposal of these goods degrade the
environment, which impacts well-being. There are also other unheeded influences on
well-being, such as loss of leisure time to finance purchases, the negative health
impacts from stress, and detachment from nature. All these factors interconnect and
there are delays in the system between present-day actions and when the actual

impacts are felt.

Understanding of the relationships between indicators gains importance with their
more extensive use to cope with information overload. As the world becomes more
complex indicators are used to help make sense of our lives and track outcomes from
multiple paths of activity (Bossel, 1998, 1999). This greater dependence on indicators
accentuates the importance of selecting the correct ones and understanding the
context in which they function. Sayings such as “you are what you measure” or “what
you don’t measure you can’t justify” or “if you measure the wrong thing you do the
wrong thing” gain even more relevance when we are selective about the information
we choose on which to base our decision-making. For these significant reasons, both

indicators and indicator selection is researched as part of this dissertation in Chapter 5.



The most commonly used indicator for well-being is Gross Domestic Product (GDP). A
strong link has been forged between economic growth and social well-being in
people’s minds due to the extensive use of GDP as a proxy for how well a country is
performing. Increased economic growth, measured by domestically produced goods
and services, has become such an important goal that politicians can get support from
voters for promising policies based on economic objectives alone. However, when
environmental and social costs outweigh the benefits of economic production, a
country or region can enter a period of ‘uneconomic growth’ (H. Daly, 1996). In this
situation, GDP growth results from dealing with social and environmental problems,
rather than from economic activity that contributes to citizens’ well-being (Costanza,

Hart, Talberth, & Posner, 2012; H. Daly, 1996, 2013; Forgie & McDonald, 2013).

There is increasing recognition of the need for indicators that provide more than just
economic information as the basis for policy decisions. (H. Daly & Cobb, 1994;
Hamilton, 1999; McGuire, Posner, & Haake, 2012; Stiglitz, Sen, & Fitoussi, 2009;
Wellington Regional Strategy Office, 2011; Wilson, Anielski, & Seidel, 2007).

Alternative Indicators, like the WR-GPI, have been developed to track progress over a
wider value set and thereby determine real progress towards achieving societal goals.
Alternative well-being measures stress the importance of non-monetary aspects of life
such as nature, friends, family life, quality neighbourhoods, education, and health.
Indicators used in alternative well-being measures are generally reported in three
ways: individually; as part of an indicator dash-board; or, aggregated into composite
indicators (Hammond, Adriaanse, Rodenburg, Bryant, & Woodward, 1995; Jollands,

2003; OECD, 2008).

How indicators interlink is not usually taken into account in well-being measures.
Instead, each of the indicators is treated as an independent variable — not impacted on
by changes in the other variables measured. Future well-being trends are extrapolated
from past data, implying trends will continue — an assumption likely to be inaccurate.
This type of linear view provides a way of describing what happened when, but little

insight into how things happened and why. A more interlinked approach that

* GDP was never intended to be used in this way. This is discussed in Chapter 3.
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incorporates feedback loops (i.e. acknowledges interdependencies, time lags, non-
linarites and so on) is a way to gain understanding of the forces that produce
experienced behaviours (Kim, 1999) and the likely future implications. Typically,
indicators report what has happened in the past, and are far removed from the event
that causes them to change. Better understanding of the potential reason for this
change and the role of slow and fast indicators, backward- and forward-looking
indicators, and so on is critical to understanding the cause-and-effect relationships that

determine the direction of change in an indicator.

Recognition that there is a lack of understanding as to how well-being indicators
interrelate is widespread. The call for more research in this area has been made
globally. The Office for National Statistics based in the United Kingdom has interactions
between well-being measures listed as a key research requirement. The stated “next
phase of the MNW [Measure of National Well-being] programme is to identify and
explore areas which deviate from ‘norms’ and to investigate what, if any, relationships

exist between the factors affecting well-being” (Self, Thomas, & Randall, 2012, p. 7).

The OECD has developed the ‘Better Life Index’, and is promoting an international
research agenda on well-being measurement to better inform decision-making.

Dynamics within the well-being system are a key interest (Durand, 2012).

The Canadian Index of Wellbeing researchers, working at the forefront in the well-
being measurement field, identified “links in the form of causal interactions or mere
correlations among the indicators housed in different silos” as one of the issues

requiring further investigation in their study (Michalos et al., 2011, p. viii).

The research undertaken for this dissertation is a response to this identified gap in
understanding in New Zealand. The WR-GPI study acknowledges the framework for
measuring trends in well-being for the Greater Wellington region consists of a set of
unconnected indicators. Effort to develop the WR-GPI framework focused on the
individual indicators that mattered most to the region. Lack of understanding of how
the WR-GPI well-being indicators interlink is admitted with Durling (2011, p. 6) saying:
“little is known about the influences and relationships between the elements”.

Reference to lack of understanding as to how indicators interlink in the WR-GPI is also



made in the Wellington Regional Strategy: “There is also interaction among all aspects
of the framework, although we are far from knowing all the constituents and

determinants of these interactions” (2011, p. 9).

This dissertation uses the methodology of systems analysis and systems thinking to
understand the interrelationships between indicators. Systems analysis “is the
multidisciplinary problem-solving activity that has evolved to deal with the complex
problems that arise in public and private enterprises and organizations...systems
analysis deals with diverse problems and different contexts, it assumes many forms
adapted to the problems, the systems, and their contexts” (Miser & Quade, 1985, pp.
15-16). It uses the quantitative and structural tools of science and technology. Systems
thinking — while similar to systems analysis — is a more qualitative approach. It is
“based on the primacy of the ‘whole’ and of relationships. It deals with hidden
complexity, ambiguity and mental models” (Maani & Cavana, 2007, p. 2). Systems
approaches add value when working with issues characterised by complexity and
uncertainty. They aim to clarify issues by presenting alternatives in a common

framework and inform the decisions made via political processes.

Understanding links between different parts of a system and the emergent properties
of a system is a prerequisite for insight into policy implications (Shmelev, 2011).
Treating well-being indicators as unconnected neglects the systemic (and dynamic)
nature of the real world processes. This also ignores the fact that indicators are
embedded in a larger total system containing many feedback loops. Having a system of
interlinked measures provides a way of exploring alternatives from a what-if
framework and allows users to better take into account the uncertainty that more

closely represents reality.

An additional motivation for this research is to investigate the potential for indicators
to be used in a more proactive way. Better understanding of how indicators
interrelate, from a systems perspective, provides a means for locating and
understanding leverage points where interventions may lead to improved future
outcomes. Tools are needed to assist anticipate impacts that interventions in one area
may have on another (and at multiple scales e.g. time, space, hierarchy, etc.). Such

tools increase understanding of the system, and the likelihood that beneficial actions
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will be taken in a complex system. The fact that these actions are often
counterintuitive (Forrester, 1973) makes the tools potentially of even greater value.

Advancing this understanding is at the core of this research.

1.3 RESEARCH QUESTION

This research aims to provide a procedure to analyse interlinkages in a way that
complements the outputs of the SP2 project and adds to the SP2 toolkit in a new and
novel way. An understanding of the interlinkages and integrated nature of the
indicators selected to measure well-being should, hypothetically, provide new
knowledge and insight for policy over and above reporting based on individual
indicators or indicator aggregation. The principal research question this dissertation

aims to answer is:

“Does understanding the relationships between indicators add value and progress

sustainable well-being ?”

This question is answered using the methodology of answering the following

intermediate questions:

(1) What is meant by ‘sustainable well-being’? (Ch 2)

(2) What measures are used to assess progress in well-being? (Ch 3)

(3) Can a systems approach be used to understand the relationships between
well-being indicators? (Ch 4)

(4) Are there specific requirements that indicators need to comply with when
part of a system? (Ch 5)

(5) What method can be used to determine the links between indicators, and
better understand the resultant cause-and-effect relationships? (Ch 6)

(6) How do you select the appropriate indicators to measure well-being, and,
what insights can be gained from applying the method developed to
understand the relationships between these indicators? (Ch 7)

(7) Is the method developed to understand relationships between indicators
able to be used with different indicator sets? (Ch 8)

(8) Is the method developed to understand relationships between indicators

able to be used in a non-participatory context? (Ch 9)
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How the intermediate questions relate to the primary research question is set out in

Figure 1-2.
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Figure 1-2: How research questions interlink.

»| studies to test
Lmethod

The ultimate ambition of this research is to accelerate the progress towards

sustainable well-being at multiple scales; i.e. local, regional, national and global. Each

of the intermediate questions is explored to contribute to the answering of the

principal research question.
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The first intermediate question (Q1) defines ‘sustainable well-being’ as the aim of the
SP2 project is to further this goal. The analysis and discussion of ‘sustainable well-
being’ is a prerequisite for Q2. The goal of Q2 is to overview existing measures used to

assess progress in well-being, and evaluate their fit’ for this purpose.

A theoretical framework for linking indicators is required before assessing whether
better understanding the relationships between indicators can add value. The third
guestion (Q3) considers whether a systems approach provides the prerequisite

theoretical basis and tools. The outcomes from this question inform Q4 and Q5.

The fourth question (Q4) seeks to identify whether indicators connected as a system
have attributes that vary from individual indicators selected for well-being measures.

The outcomes from Q2 provide a ‘control’ to compare against when answering Q4.

Q3 and Q4 provide the substantive background for Q5, which seeks to find a method
for interlinking indicators. To test whether understanding the relationships between
indicators adds value and progresses sustainable well-being requires the development
and implementation of a method to: (1) connect indicators; (2) provide information on

the connected indicators; and (3) evaluate its usefulness.

Q5 sets out the method for interlinking indicators. The three intermediate questions
(Qs 6, 7, and 8) test in a real world context the usefulness of the method developed.
Three case studies were used to determine the benefits derived from better
understanding of relationships between indicators. Two of the case studies involved
participants, and questionnaire responses were used to evaluate the usefulness of
linking indicators and understanding relationships. The third case study tested whether
new insights to achieve sustainable well-being could be gained from linking indicators
as a desk-top activity. The answers to Qs 6, 7, and 8 are synthesised to answer the
overall research question, discuss how effective the approach proposed is, and

whether or not research criteria established at the outset are met.

1.4 DISSERTATION STRUCTURE

The position taken with this research is not to tackle complexity with complexity, but

to provide a transparent process by which people interested in exploring and
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understanding the relationships in a system can do so. This is done following the logic

set out in Figure 1-3 and the dissertation structure as described below.

Chapter 1: Introduction
and research question

Chapters 2-5: Definitions
and theoretical

Chapters 10-11: underpinning

Discussion and
conclusion

Chapter 6: Interlinked thinking
methodology which is a combination of
Chapters 7-9: participatory process, causal loop
Case studies diagrams and matrices

Figure 1-3: Dissertation chapter overview.

First, Chapter 2 addresses the question “What is meant by ‘sustainable well-being’?”
Terms such as ‘progress’, ‘well-being’, ‘happiness’, and ‘life satisfaction’ are all part of
the broad lexicon used to describe the purpose of public policy. Just like GDP, these
notions can take on a life of their own without clear distinctions. Therefore, these
concepts are explored starting with ‘progress.” Then well-being is considered as the
indicators that are interconnected in this research all relate to alternative ways to
measure changes that impact on the lives of citizens. For clarification purposes the
similarities and differences between ‘sustainability’ and ‘well-being’ are explained. A
framework for well-being as a system is presented. The components of the well-being
system are then discussed and defined. These are: subjective well-being measures;
basic human needs; sustainable development; and capital assets. The chapter
concludes with the definition of sustainable well-being to be used going forward in this

dissertation.

Chapter 3 considers “What measures are used to assess progress in well-being?” First,
it provides an introduction to GDP, the widely accepted proxy used as a gauge for well-
being, and discusses why this is not appropriate. This is followed by a brief overview of

the international movement underway to replace GDP with broader well-being

14



measures. It then reviews a subset of the many measures that have been proposed for
this purpose. One such measure is the “Genuine Progress Index”, which is the measure
used by the Wellington Region, and is central to this research. The well-being
measures in the subset are evaluated for how well each one meets the requirements
to assess progress in sustainable well-being when judged against the criteria
established in Chapter 2. A critique of alternative measures and why there has been

limited uptake of ‘Beyond GDP’ measures concludes this chapter.

Chapter 4 introduces systems theory and systems tools as this branch of knowledge
focuses on connectivity between variables in a system and the repercussions. This
introduction is required because the theoretical foundations for the approach taken to
interlink indicators in this dissertation come from the systems thinking and system
analysis schools of thought. The purpose of using a systems approach is to better
understand sustainable well-being and also to provide new insights that are forward
looking and able to inform policy. The question of interest is: “Can a systems approach

be used to understand the relationships between well-being indicators?”

Chapter 5 contemplates “Are there specific requirements that indicators need to
comply with when part of a system?” To answer this question the process followed is
to compare the well-documented existing criteria for selecting indicators for
composite or dash-board well-being measures, with approaches that select indicators
from a systems perspective. This chapter starts by reflecting on “what is an indicator?”
and “what are the attributes of a good indicator?” Drawing on the literature, some
guidance is provided on how indicators should be selected when they are the

component parts of an integrated system.

Chapter 6 sets the challenge: “What method can be used to determine the links
between indicators, and better understand the resultant cause-and-effect
relationships?” It then proceeds to explain the method referred to as ‘interlinked
thinking’ devised as part of this research to link indicators. The interlinked thinking
steps are first set out, then each step is worked through. The method uses a
combination of participatory process, causal loop diagramming for determining links,
and matrices for analysis. Participants make the links they consider important in the

system. These links are then analysed using graph theory to provide participants with
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an insight into the system they have constructed. This chapter concludes by discussing
the outputs from interlinked thinking and what differentiates this tool from other

available tools.

Chapter 7 addresses the question “How do you select the appropriate indicators to
measure well-being, and, what insights can be gained from applying the method
developed to understand the relationships between these indicators?” Empirical
research was undertaken to answer this question using the WR-GPI indicators. The
Greater Wellington Regional Council hosted two workshops where the interlinked
thinking method described in Chapter 6 was tested. Participants were members of the
WR-GPI working group reviewing the WR-GPI framework and the indicators that
comprise it. Participants were surveyed at the start of the first workshop and at the
end of the second workshop to get their views on the interlinked thinking method and

how useful they thought it was.

Chapter 8 evaluates, “Is the method developed to understand relationships between
indicators able to be used with different indicator sets?” This case study uses the
Ministry of Social Development ‘Social Report’ indicators. Two workshops were held
with participants predominantly from central government agencies. The interlinked
thinking method described in Chapter 6 was again applied and stakeholders were
surveyed at the start of the first workshop and at the end of the second workshop to

get their opinions.

Chapter 9 considers “Is the method developed to understand relationships between
indicators able to be used in a non-participatory context?” The interlinked thinking
method developed as part of this research was applied in a third case study using the
OECD Better Life indicators. The OECD ‘Better Life Index: Measuring Well-being and
Progress’ website (http://www.oecdbetterlifeindex.org/) uses 11 topics to measure
well-being. The OECD consider these dimensions cover the material living and quality
of life conditions essential for measuring whether or not life is getting better.
Information on the OECD better life website and wider literature was used to
determine links. This desktop study was undertaken to determine if the interlinked
thinking method is useful when applied in a format other than that of a participatory

workshop.
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Chapter 10 brings together the results of the three case studies and presents the
opinions of the participants involved in the WR-GPI and Social Report workshops.
Specifically, it addresses, through the questions posed in the preceding chapters, the
overall research question “Does understanding the relationships between indicators
add value and progress sustainable well-being?” The extent to which interlinking
indicators as a system added more value than using individual indicators or indexed
and aggregated indicators is assessed. Next, the ways in which interlinked indicators
can support decision-making are examined. A critique of the approach and the
limitations of the interlinked thinking method follow. The scope for improving the
interlinked thinking method and future workshop facilitation is also discussed. Last, an
update on recent developments using a combination of causal loop diagrams and

matrices is provided to acknowledge other work in this area.

Chapter 11 draws conclusions from the research undertaken and outlines the new
contributions to knowledge that have been attained as a result of this dissertation. It
assesses how well stakeholder requirements have been met, the research limitations,
and reflects on the areas where future research will advance the use of interlinked

thinking.

1.5 SUMMARY

This introduction provides the context for the research undertaken for this
dissertation. It first explains the research area of interest: the relationships between
well-being indicators and whether or not better understanding of these relationships
adds value and progresses sustainable well-being. The SP2 project, of which this
research and its objectives are part, was then outlined. Why this research is of value,
and the importance of looking at well-being as an interconnected system, were

explained.

To carry out this research a number of research questions have been set. Answering
these questions generates the learning from this research and provides the topic
question for each chapter. An outline of each of the chapters was provided to map the

dissertation structure.
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Chapter 2 considers the first research question, which seeks to establish what we
mean when we talk about ‘progress’ and ‘well-being’. These value definitions are

pivotal to this research.
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2 SUSTAINABLE WELL-BEING

In this chapter the question of “what is meant by ‘sustainable well-being’?” is
addressed. First, the chapter explores the concepts of progress and well-being and
how these change with time. Our current understanding of well-being has been
molded by the debate on what defines progress for societies. Therefore, how progress
is conceptualised modifies the definition of well-being and the prerequisites for better
societies. Identifying and promoting better societies is a powerful motivator for people
(Sen, 1999). Therefore well-being improvement should be a central goal for both policy

makers and the public; and a proviso for policy decisions.

This chapter starts by discussing progress as an antecedent to well-being. It then
moves to clarify what we mean when we refer to ‘well-being’. A framework for well-
being as a system is presented and the different components that together determine
well-being are set out. Based on the well-being theory reviewed, these are: subjective
well-being measures; basic human needs; sustainable development; and capital assets.
The chapter concludes with a summary of the principles of sustainable well-being and

the key areas extended by the research undertaken in this dissertation.

2.1 PROGRESS AS AN ANTECEDENT TO WELL-BEING

Historically, ‘what is progress?’ and ‘how is it best measured?’ has been a long-
standing debate. Progress implies a goal and a direction, which necessitates a value
judgement and agreed-on measure for assessment (Ginsberg, 1973). Therefore,

progress takes many forms and directions.

2.1.1 How the concept of progress has evolved

Ginsberg (1973) traces the origins of progress to the era of the Enlightenment, or the
Age of Reason, from the 1650s to the 1780s. The concept of progress and capacity of
humans to continuously adapt and move towards a better future appears to have
originated in this era. During this period the evident advances in science, social

improvement, and material consumption reinforced confidence in man’s ability to
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drive progress. Human progress was less defined by fatalistic, religious-based ideals,
and instead “linked with the growth of science and its applications, with the spread of
the rationalist and humanitarian outlook, and with the struggle for political and
religious liberty” (Ginsberg, 1973, p. 636). The spread of these ideas and attitudes was
accelerated by the Industrial Revolution, which took place from the 1760s onwards,
and allowed the wider population to be privy to knowledge via the mass production of
books, pamphlets, papers, and journals. The political ideals that resulted influenced
important social legislation such as the United States “Bill of Rights” and the French

“Declaration of the Rights of Man and of the Citizen”.

Progress can be interpreted as a form of ‘disjointed incrementalism’, where we move
forward in a disorderly way to some notionally better situation. Lovejoy and Boas
(1935, p. 6) argue that progress is “a tendency inherent in nature or in man to pass
through a regular sequence of stages of development in past, present and future, the
later stages being — with perhaps occasional retardations or minor retrogressions —
superior to the earlier”. This definition recognises that progress is not linear. History
tells us that progress is cyclical, and impacts on cultures differently. Inventions
accelerate exploitation and progress until limits are hit and decline sets in (Bateson,
1972). The past has been full of wars, famines, disease, and struggles that have been
significant set-backs. Some civilisations have spread and prospered, while others have

been destroyed (Diamond, 2005; Flenley & Bahn, 2003).

Lee (1992) agrees that progress is not necessarily a smooth upward trajectory.
However, for him setbacks are a catalyst for producing better and cheaper alternatives
that in turn lead to further progress. “Resource scarcities have on occasion resulted in
genuine crises. In the past, however, these crises were not only always overcome, but
generated information and motivation for responses that fuelled continued economic
progress” (Lee, 1992, p. 52). Progress for Lee can, therefore, be interpreted as a
continued process of knowledge accumulation that allows exploitation of, and value to
be added to, the natural capital resource base on which humans depend. Examples
given by Lee include the move from wood to coal, whale oil to crude oil, and from

bronze to iron.
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Instead of linking progress to science and material goods, an alternative view is to
consider progress as advances in moral achievements such as freedom, justice, and
equality. For Robertson (1912) a viable test to determine progress is the extent by

which pleasurable and intelligent life increases in quantity and quality.

Comte (cited by Mills, 1866), believed progress is not an aggregation of small changes
but, more the outcome of a pulse through the entire system with the main agent of
change ‘intellectual advancement’. Mills (1866), in a similar vein, advocated that
passion and interest influenced the moral, political, and religious realms, but the
intellectual movement was responsible for everything else that contributed to

progress.

Progress optimists cite the many past negative predictions that have not come to
fruition as proof that progress can be maintained. These include well-recorded
predictions, such as those by Malthus (1826) and Ehrlich (1968), that population
growth would lead to starvation and pestilence, or that of Jevons (1909) that coal
supplies would run-out and bring progress to a halt. More recent predictions, that oil
supplies would run out and bring an end to our current energy intensive progress

(Hubbert, 1962; Kunstler, 2005; Roberts, 2004), have also not yet come about.

Given that in recent history disasters have not wiped out cumulative gains in average
living standards (Nasar, 2011), cornucopians see no reason to doubt that knowledge,
technology, and the market place can indefinitely overcome obstacles to progress (J.
Simon, 1996). Therefore, such futurists argue that continued progress, material
provision and overcoming environmental problems can all be achieved with

technology advancement.

2.1.2 Advances in technology and materialism as progress

The rise in a material standard of living, leisure time, education, and increased life
expectancy are all proof to progress optimists that life in modern societies is better
now than for previous generations (Veenhoven, 2010). Specialisation of skills, working
for each other, the exchange of goods and services combine to increase our standard

of living and allow a more populous world to achieve greater prosperity (Porter, 1998).
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Also, factors such as reduced poverty, greater equality, and less discrimination, provide
people with opportunities to improve their well-being (Jones, 2002). Societal
development and the welfare state have broken the “ ...traditional religious view of
earthly life as a phase of penance awaiting paradise in the afterlife” (Veenhoven, 2010,

p. 106).

There is, however, skepticism that advances in technology and materialism are
adequate to sustain societal progress (H. Daly, 1996, 2013; Jackson, 2009). Using
growth in knowledge as a measure of social progress ignores the fact that science and

technology can be used for both good and bad.

With technology there is an increased level of risks associated with progress that is not
well understood or evenly spread. Major risks to modern-day progress potentially
include: (1): cyber-attacks, given the inter-connectedness of computer systems
controlling power, food supply, banking, etc.; (2) bioterrorism and the release of
genetically engineered harmful microbes and viruses; (3) food shortages as a result of
a failure in ‘just-in-time’ delivery systems; (4) pandemics due to increased mobility and
globalisation; (5) malignant computers not performing as designed; and, critically, (6)
climate change and the feedback effects caused by accelerated warming (Centre for

the Study of Existential Risk, n.d.).

In particular, pressure on the environment is seen as a major constraint to sustained
progress. The mass-scale exploitation of natural resources in conjunction with
production of wastes and pollutants has been increasing since the Industrial
Revolution. While the market place may force more efficient allocation of inputs as
prices rise, environmental degradation and natural resource are exogenous to market
prices. As a consequence, the free ecosystem services of assimilation provided by
nutrient recycling, the hydrological cycle, and gas regulation are in many places being
exceeded from a human anthropocentric life-sustaining point of view (Rockstrom et
al., 2009). Overloading is resulting in a build-up of greenhouse gas in the atmosphere,
water degradation, and toxic wastes. There are known negative impacts on the many
provisioning, supporting, regulating, and cultural services provided by ecosystems that
at many scales are beginning to fail due to anthropogenic disturbance (Millennium

Ecosystem Assessment, 2003).
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If natural capital and man-made capital are complementary (H. Daly, 1996), a shortage
of either will be a limiting factor to progress. In the past, man-made capital has been in
short supply but it can now be argued that natural capital is becoming the scarce
factor (H. Daly, 1996, 2005). Growth in knowledge and technology allows natural
capital to be transformed at ever increasing rates. A significantly greater population,
demanding higher material standards of living has resulted in the accelerated loss and
degradation of ecosystems and the services they provide. As these are the ‘life-
support’ systems required for human survival, it is feared that progress in the future

will be more hazardous due to the damage to these systems (IPCC, 2013).

Views differ on how progress will play out in the future. On one side, there are
predictions such as those made in “The Limits to Growth” (Meadows, Meadows,
Randers, & Behrens, 1972) that population growth, resource extraction, and pollution
from industrialisation will eventually cause ecosystems to collapse. Technological
progress may have mitigated resource scarcities for the limited period considered by
the various studies undertaken this is not proof that technology will continue to do so
indefinitely (McDonald, 2006) or that adverse outcomes will not result (Flannery,
2005). If the assumption that technology can overcome biophysical constraints is false
there will be unsustainable problems (Costanza, 1999). Other predictions deem this as
pessimistic (Barnett & Morse, 1963; Lee, 1992; J. Simon, 1996) and place faith in man’s
resourcefulness, adaptability, and technological prowess (Petersen, Frantz, &

Shammin, 2014).

2.1.3 Time use as progress
The balance between work and leisure is another way to measure progress. Using this

approach, progress can be measured by the extent to which human needs can be
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satisfied with minimal labour input.5 Productivity changes from technology and capital

investment thereby provide a way to gauge progress.

Keynes (1930) in his essay ‘Economic Possibilities for our Grandchildren’ saw progress
as the way to move to a 15-hour work week, and a quality rather than quantity way of
living. Capital accumulation would be the solution to the ‘economic problem’ of
mankind. Keynes considered the economic problem of providing sufficiency in the
absolute sense for all peoples as achievable — though he admitted the desire for
superiority might be insatiable. Freedom from the need to provide the basics would
allow people to devote energies to non-economic purposes and participate in the arts

of life.

2.1.4 Equality as progress

Global upheavals such as the Depression (1929-1939) and the two world wars (1914—
1918 and 1939-1945) saw the rise of the welfare state and more egalitarian societies.
A more equal society with opportunities for all was considered as progress. Before
these events wealth was concentrated in the hands of a relatively small number of rich

families (Piketty & Zucman, 2014).

The advantages associated with greater equality are considered to be both societal
and individual (Boyle & Simms, 2009; OECD, 2015; Piketty, 2014; Wilkinson & Pickett,
2009). For society, greater equality is a way to foster cohesion and democracy as it
prevents political influence from getting into the hands of a wealthy few. Based on
evidence across OECD countries, Wilkinson and Pickett (2009) argue that life
expectancy, literacy, social mobility, and trust are all better in more equal societies. On
the other hand, where there is inequality, infant mortality, obesity, homicide rates,

and mental illness are worse.

> New Zealand was one of the first countries to formalise an 8-hour working day, and since
1899 the 8-hour work day has been commemorated by a public holiday on Labour Day. The
concept promoted was 8 hours for work, 8 hours for sleep and 8 hours for leisure and the
pursuit of personal activities. Additional hours worked over and above 40 per week resulted in
overtime payments. If this is a measure of progress New Zealand can be considered as
regressing. Labour reforms in the 1990s have resulted in many people working in excess of 8
hours a day; and others who would like to work 8 hours a day do not have the opportunity to
do so.
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When social and political instability result from inequality this negatively impacts all
members of society (Stiglitz, 2002). From an economic perspective extreme inequality
impedes growth. Economic activity is reduced as the wealthy save a higher proportion
of their income than the middle and lower groups in society (OECD, 2015). It is also
argued that human-capital based growth is less as inequality marginalises members of
society with the potential to contribute (Hellier & Lambrecht, 2013; Jones, 2015;
OECD, 2015).

Inequality is a relative measure that reflects time and technological change.® It can
arise among individuals, groups, communities, ethnicities and nations. When equality
is used as a measure of progress the question remains what should be equal given the
diversity of human interests and needs. There is generally a trade-off between equality
in one area (e.g. rights) and inequality in another area (e.g. income level). According to
Sen, “Wanting equality in what is taken to be the ‘central’ social exercise goes with

accepting inequality in the remoter ‘peripheries’.” (Sen, 1992, p. x).

The argument for equality as progress put forward by John Rawls (1999) in “A Theory
of Justice” is that all individuals have an equal right to basic liberties and fair quality of
opportunity. Furthermore, disadvantaged members of society should be looked after

to compensate for naturally occurring inequalities (the Difference Principle).

Sen (1992) in his monograph “Inequality Reexamined” considers Rawl’s ‘concept of
equality of opportunity’ to be restrictive as it does not take into account the natural
diversity of humans and the factors that underlie the capability to take up
opportunities. In Sen’s view, inequalities associated with class, gender, and community
result in people having very different abilities to achieve outcomes from the same set

of primary goods.

® For instance, access to consumer goods like sugar or mobile phones, which were at one time
the prerogative of the rich, does not mean there is now less inequality.
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Most economists use differences in the distribution of economic stocks (wealth), or
flows (income), as the preferred measure of inequality.” As inequality is relative it is

determined by comparison (A. Atkinson, 1970).

In liberal market economies (that typify most advanced countries) there has been a
move away from progressive tax and welfare policies to foster more egalitarian
societies since the 1970s. Instead, the direction is economic self-reliance and growth to
provide opportunities and employment, thereby, addressing inequality via the so-
called ‘trickle-down effect’. The argument for this policy direction is that despite an
increase in relative inequality, globally there has been an overall increase in living

standards.

Data show that inequality is growing (Boyle & Simms, 2009; Gijsberts, 2002; OECD,
2015; Piketty, 2014; Wilkinson & Pickett, 2009), and is higher in liberalised market
economies than coordinated market economies (Chusseau & Dumont, 2013; Jackson,

2009).

Factors contributing to greater inequality include the rise in knowledge-based
economies (leading to more demand for skilled workers than for unskilled workers);
the globalisation of trade (unskilled work has gone off-shore to countries with low
labour costs); and the political and institutional power of those who accumulate
wealth (Adamson, 2013; Chusseau & Dumont, 2013). Thomas Piketty, (2014) in his
book “Capital in the 21st Century”, drew attention to growing wealth inequality and
the reestablishment of earlier extreme wealth patterns.8 His research shows wealth is
becoming increasingly concentrated through the ability of affluent people to pass on
wealth, provide offspring with better opportunities, and wield greater political

influence.

” Inequality is represented by either the Lorenz curve, Gini coefficient, or using indicators as
with the Atkinson index.

& From studying wealth distribution in eight countries, Piketty (2014) deducted the general rule
that wealth will concentrate when the rate of return to wealth ( r) grows faster than the rate
of economic growth (g) (i.e. r>g). In a free market system there are no forces pushing against
the steady concentration of wealth. Any factors that slow economic growth (e.g. ageing
population, lower consumer demand, slower population growth) will further concentrate
wealth. Even moderate savings rates lead to large wealth—income ratios.
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2.1.5 Economic growth as progress

The concept of economic growth as progress is the dominant paradigm for most
nations. Economic thought, as it is now known, can be traced back to the Physiocrats
who flourished in France in the mid-1700s (Spiegel, 1991). Led by Francois Quesnay,
the Physiocrats theorised that there was a ‘natural order’ that was followed by both
nature and society and this was not to be interfered with. Quesnay’s Tableau
économique has been described as the “forerunner of Marx’s schemes of
reproduction, input-output analysis, modern national accounting systems, multiplier
analysis, and general equilibrium analysis” (Sandelin, Trautwein, & Wundrak, 2008, p.

13).

2.1.5.1 Classical economists
Following the Physiocrats, economic thinking was advanced by the Classical
economists’ who developed the following economic theories in the 18th and 19th

centuries:

Growth: For the early Classical economists, such as Adam Smith, growth was
generated by producing physical goods that had added value over and above that of
the labour and raw material inputs, and thereby created an economic surplus (Brue &
Grant, 2013). Smith believed technical innovation could enhance specialisation in
manufacturing and this would increase output — despite having a negative impact on
the physical and mental health of the workers. Specialisation provided a way to
increase the surplus available to trade and reinvest (Canterbery, 2011; Sandelin et al.,

2008; Spiegel, 1991).

Classical economists later in the period were not as positive about the long-term
prospects to generate growth via capital accumulation (E. K. Hunt & Lautzenheiser,
2011). A summary of their argument is: Any increase in capital would be accompanied
by a greater demand for labour to operate the capital. This would have the effect of

increasing wages above subsistence levels and population growth would result. A

% Karl Marx originally coined the term “classical economics”. The list of classical economists
includes, among others, Adam Smith (1723-1790), Jean-Baptiste Say (1767-1832), Thomas
Malthus (1776—1834), David Ricardo (1772-1823), Nassau Senior (1790-1864), James Mill
(1780-1864), John Stuart Mill (1806—1873), and Karl Marx (1818—1883).
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bigger population requires more food, which brings into cultivation less productive
land. The diminishing productivity of land means more labour input per unit of food
produced is required, and therefore the price of food would increase. Higher prices for
food would lower the prices of manufactured goods (under the classical assumption of
constant average prices) and thereby reduce profits for manufacturers. The
subsequent decline in profits leads to less capital accumulation, a decline in growth
and eventually a stationary state economy. Ricardo’s theory of wages acknowledged
that wages might fluctuate according to short run supply and demand but they would

always tend towards subsistence (Sandelin et al., 2008).

While unrestricted trade (both national and international) and increased specialisation
might be able to offset diminishing returns and delay the on-set of the stationary state,
it was generally considered population expansion would outweigh these gains.
Malthus’s theory that population increased geometrically as opposed to agricultural

output, which increased arithmetically, reinforced this view.

The notion that energy and capital might overcome diminishing returns and generate
growth was not conceived by Classical economists (Galbraith, 1987). Mills in “Principles
of Political Economy, with some of their Applications to Social Philosophy (1848)” saw
positives associated with reaching a stationary state where the economy would
reproduce itself but not grow — man could be freed from the incessant drive for

material progress and pursue loftier purposes (Sandelin et al., 2008).

Market: In 1776 Smith published his “Inquiry into the Nature and Causes of the Wealth
of Nations”, which conceptualised the ‘invisible hand’, an idea not dissimilar to the
‘natural order’ of the Physiocrats. This described how if each person in a free market
conducts their economic affairs in their own best interest the economy works to the
advantage of all and thereby maximises the welfare of everyone. The economy was a
self-stabilising system of markets that worked efficiently when free from interference
and government intervention (Mills, 1848/1909). A market that allowed wages and
prices to adjust rapidly enough to maintain equilibrium would make people as well off
as economically possible, given a country’s resources and wealth distribution —
although it would be unable to protect against disasters such as drought, political

instability, famine, and war.
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Value: Most early classical economists considered labour the only real measure of
exchangeable value — a view echoed by Marx a century later. However, as goods were

1,% it was later accepted

produced from the combined inputs of labour, land, and capita
that all inputs, not just labour, were of value. Value was redefined as the cost of

production measured by wages, profit and rent inputs.

Smith (1776) made the distinction between ‘value in use’ and ‘value in exchange’. This
was because he was puzzled that many of the essential things in life were free or
virtually free; an issue not solved until the concept of marginal utility a century later
(Galbraith, 1987). Smith used water as a good example of high use, but low exchange

value, and diamonds as the opposite.

Distribution: Income was distributed between labour, land, and capital in the form of
wages, rents, and profits. The explanation of value in classical economics, therefore,
was simultaneously an explanation of distribution (Sandelin et al., 2008). Landlords
received rents, workers received wages, and capitalists received profits on their

investments.

Accounting system: Wealth was the stock of physical assets minus the national debt.
National income was determined by what was spent now, and what remained to
increase the national stock of assets (D. Coyle, 2014). For Smith, only those involved in
making physical commodities, agriculture, and industry counted when estimating
national income, whereas, the provision of services was a cost to the economy

(Sandelin et al., 2008; Spiegel, 1991).

2.1.5.2 Neoclassical economics

Neoclassical economics, which is the dominant school of economic thought and
practice in today’s western world, overtook Classical economics in the 1870s. It is
typified by the marginalist approach,'’ which places importance on both the demand

and supply sides of economic activity. Alfred Marshall,*? highly regarded as the

The classical production function is Y=f(L, K, R) where Y=output; L=labour; K= capital; R=rent.
"The margin revolution is usually dated from the Englishman, William Stanley Jevons's Theory
of Political Economy (1871), the Austrian, Carl Menger's Principles of Economics (1871), and
the Swiss economist Léon Walras's Elements of Pure Economics (1874-1877).

2 Though he saw himself as a developer of classical doctrine (Staley, 1989).
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foremost neoclassicist for his writings in Principles of Economics (1890), set out supply
and demand schedules and the concepts of consumer and producer surplus (Sandelin
et al.,, 2008). Neoclassical economists are associated with the following economic

theories/doctrines:

Growth: Neoclassical growth theory is generally considered to begin with the work of
Harrod, Domar and Solow®? (E. K. Hunt & Lautzenheiser, 2011; McDonald, 2006). These
theorists modelled economic growth as a stable process determined by exogenous
factors such as consumer preferences and technology. In the late 1980s and early
1990s technological innovation was deemed to be endogenous and an economic
activity that generated growth in itself.'* The argument was that when investments
are made in new capital or research and development innovative knowledge is
generated that spills over to the rest of the economy. Such benefits are maximised in
neo-liberal economies where institutions encourage investment and do not interfere in

the market place.

Neoclassical growth models have been critiqued at multiple levels. First, they are
subject to the theoretical problems associated with aggregating different forms of
capital. Second, the conclusions that can be drawn from the models are limited, given
the narrow set of assumptions. Third, they focus on achieving a balanced growth path
that may be misguided (Piketty & Zucman, 2014). Fourth, much of the research effort

conducted to date on growth theory has proceeded without consideration of possible

B Their work is often linked together as the Harrod-Domar-Solow model. The B= s/g formula
(B=the long-run capital-output ratio; s=net savings rate; g= income growth rate) was
developed by Harrod (1939) and Domar (1947). According to Piketty & Zucman (2014) the
neoclassical growth model developed by Solow in the 1950s had a long-run capital-output
ratio (B) equal to the ratio between the saving rate and the growth rate of the economy. The
flexible production function Y=f(K,L) involving capital-labour substitution, makes balanced
growth possible (Solow, 1956). The formula derived by Harrod (1939) and Domar (1947) used
fixed coefficient production functions. With these models, stable growth only occurs when the
‘actual rate of growth’ is the ‘warranted rate of growth’ and inventories are not above or
below the desired level.

!4 Different types include: 1) Research and development and human capital formation; 2)
Spillovers, which occur when knowledge developed in one area/industry is transferred and
allows technical improvement elsewhere; 3) Creative destruction as a result of the diffusion of
innovation from as niche market to widespread use; 4) Technology learning as a result of
refining a process through on-going use (McDonald, 2006).
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biophysical or thermodynamic constraints. According to McDonald (2006), once these
concerns are adjusted for, growth models exhibit diminishing returns to labour and
capital, though technological progress can potentially offset these effects. A race
therefore exists between the increasing returns of technological advancement and the

diminishing returns of resource scarcity/environmental degradation (McDonald, 2006).

An additional criticism of the neoclassical approach to growth is the inherent
inconsistency between micro- and macro-scales. At the microeconomic level there is
an optimal growth point for a firm (assuming perfect competition) at which it will stop
production. This is when the marginal revenue generated by an additional unit of
production is less than the marginal cost of producing that unit. However, at the
macro-level there are no limits, or recognition that economy is unable to grow

indefinitely (Georgescu-Roegen, 1971; Daly, 1996).

Market: Neoclassical economists have generalised the use of marginal principles
(marginal utility, marginal cost, and marginal revenue) to a universal principle of
rational economic behaviour based on producers and consumers (referred to as
households and firms) and the circular economy. Market supply and demand are
aggregated across firms and households into general equilibrium models™ where all
prices are variable and all markets clear. Market interactions are optimised to
determine an output and price where no individual would desire to change his or her
actions (i.e. Paereto efficient allocation). The market allows economic development
that both improves opportunities and capitalises on the increased skills of individuals

(D. Coyle, 2014).

Value: Use value is determined by the perceived marginal utility or enjoyment a
consumer derives from a good. Exchange value is determined by the opportunity costs
of diverting inputs into one good as opposed to another. Rent from land/location is no
longer considered a factor of production. The neoclassical production function is:

Y=A(L, K).

The market in neoclassical economics is represented as a giant system of simultaneous
equations. Leon Walras is credited with developing the idea of general equilibrium of supply
and demand captured in a system of equations price and quantities determined endogenously
within the system.
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Distribution: The distribution of goods and services by the market is determined by
ability and willingness to pay. The interest rate paid to capital owners reflects relative
risk. Wages paid are determined by the supply and demand of labour. Skills in short

supply will derive a premium over those easily replaced.

Accounting system: The accounting system used is the System of National Accounts.
The GDP indicator tracks, in monetary terms, the goods and services produced by the
domestic economy in a given time period. Mainstream neoclassical economics sees

GDP growth as progress.

2.1.5.3 Other schools of economic thought

There are a number of heterodox schools at variance with core neoclassical economics.
Six of these are now briefly defined.'® These definitions are followed by a more
detailed discussion of Ecological Economics, as this dissertation is grounded in the

Ecological Economics conceptual paradigm.

Evolutionary economics emphasises innovation and the diffusion of knowledge and
technologies in the economic system. The economy is in a continual state of dynamic
non-equilibrium as it adjusts to new forces coming into play, at the same time as
existing technologies and means of production are replaced. Social constructs and
governance systems also bring about changes in the economic system, so evolutionary

economics integrates human behaviour, fairness, and justice.

Institutional economics is concerned with power relationships, and the control and
organization of the economic system. Different institutions coordinate the economic
and social activity of the market, especially the government and the legal system. The
market mechanism is just one part of the organisational structure. With institutional
economics (as with evolutionary economics) the dynamics of structural change are
important and the neoclassical concepts of static equilibrium and associated optimality

are rejected.

!¢ Further discussion is beyond the scope of this dissertation. It is noted there are many cross-
overs and similarities between each of these areas as well as with standard neoclassical
economics.
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Coevolutionary economics focuses on the adaptive relationship between the economy
and the environment. It is defined by H. Daly & Farley (2004, p. 430) as: “The study of
the mutual adaptations of economy and environment. Economic activity induces
change in the environment, and changes in the environment in turn induce further

changes in the economy in a continuing process of coevolution.”

Development economics describes how the booms and busts in the economic cycle
follow a pattern of “creative destruction” (Schumpeter, 1961). Growth occurs in spurts
because innovation is haphazard. When innovation occurs it provides a stimulus for
investment and innovation but that cannot be sustained indefinitely (Schumpeter,
1961). During economic downturns, obsolete firms and industries are forced to close.
Innovative and efficient firms and industries survive, and foster the long-term increase

of productivity and living standards.’

Complexity economics operationalises computer simulations to better understand the
functioning of the economic system and its dynamic nature. Simulation captures the
fact that microeconomic events do not occur in isolation. Instead, there are
macroeconomic impacts that continuously disrupt equilibrium and generate feedback

effects at the microeconomic level.

Behavioural economics “in general, challenges orthodox economics theory and its
foundational assumptions regarding human behaviour, its institutional underpinnings
...its poor prediction power and its intrinsic non-falsifiability.” (Kao & Velupillai, 2015,
p. 239). Influential behavioural economists include Kahneman and Tversky, who opt
for ‘prospect theory’ instead of ‘expected utility theory’, and incorporate concepts

such as subjective probability and loss aversion into human decision-making.

2.1.5.4 Ecological economics

Ecological economics, a transdisciplinary field of inquiry, draws on many different
disciplines and schools, including classical, neoclassical, and heterodox economics, as
well as the biophysical sciences and social sciences. Defining characteristics of
ecological economics are concern, primarily, with the scale of the economy in relation
to natural systems, fair distribution of resources, and the efficient allocation and use of

both market and non-market resources.
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Growth: From an ecological economics perspective, physical economic growth is
limited by environmental constraints. The economy is an open®’ subsystem functioning
within a system that is materially closed, finite, and non-growing, although open to
solar energy. The scale of the economy and human lifestyles impact the finite Earth
system and its ability to sustain itself over time. The ecological economics paradigm is
strongly influenced by the first and second laws of thermodynamics. The first law
dictates that neither matter nor energy can be created or destroyed. The second law
describes how the quality (measured in entropy) of matter and energy changes with
use and moves from ordered (useful forms) to dispersed (not useful forms). A prime
concern of ecological economics is that as we move from an ‘empty world” where
natural capital is plentiful, to a “full world’ where the size of the economy and the
population are large, we are impinging on the ability of the Earth to sustain itself and

continue to produce the free goods and services humans depend on for existence.

Whereas neoclassical economics are optimists and have confidence in the ability of
new technology to compensate for the diminishing returns brought on from depleting
any fixed or finite resources, ecological economists advocate for prosperity without
material growth (Costanza, Alperovitz, et al., 2012; Costanza, Hart, et al., 2012; H. Daly,
2003; Jackson, 2009; Victor, 2008; Videira, Schneider, Sekulova, & Kallis, 2014). Growth
when it occurs needs to be non-material and in areas that do not impact the life-
support functions of the planet. Such areas include better social institutions and

infrastructure, improved mental and physical health, and higher levels of education.

Because of its ecological foundation, ecological economics growth concepts are also
derived from natural systems. One such concept is that growth is a stage in the
adaptive cycle as described by Holling & Gunderson (2002) and shown in Figure 2—1.
The degree of interconnectedness in the cycle is shown on the X axis. The rate of
accumulation in the cycle is shown on the Y axis. In the growth phase, the system
expands, becomes more connected, and increases in complexity. This makes the
system less open to change and decreases resilience. A shock event can collapses the

system, which then undergoes a process of reorganization before the slow process of

7 Open systems take in and give out both matter and energy. With closed systems matter
circulates within the system and only energy moves in and out.

34



regrowth. This cyclical pattern is observed in many systems (Bossel, 1998; Vester,
2007). It is even possible to interpret the rise and fall of civilisations as following a

similar pattern (Diamond, 2005).

The following stages set out in Figure 2—1 can be applied to both ecological and

economic systems (Holling & Gunderson, 2002):

‘r indicates the instantaneous rate of growth. This stage is characterised by extensive
dispersal ability that enables rapid growth in an ecosystem. In an economy this is the
entrepreneurial and exploitation phase.

K is the maximum expansion that is attainable. This stage is conservation focused.
Resources use is specialised and there is a high level of interconnectedness. In an
economy this would be the bureaucratic stage.

‘QY is the release phase where the tightly over-connected and rigid
ecological/economic system is subject to a shock event. This brings about sudden
release.

‘o’ is the reorganisation phase where pioneer species can capture opportunities. This
allows innovation and restructuring in an economy. In a society this would be when

policies and processes are changed.

-

potential

connectedness —=

Figure 2-1: The adaptive cycle (Source: Holling & Gunderson, 2002, p. 34).
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By understanding the adaptive cycle it “seems possible to identify points at which a
system is capable of accepting positive change, and possible to use those leverage

points to foster resilience and sustainability within a system” (Holling, 2000).

Market: Ecological economics does not consider the market to be the only means of
achieving efficient allocation of resources among alternative uses. While the market
place might18 be capable of effectively allocating resources that have a price, it does
not deal adequately with non-market goods. These include ecosystem goods and
services. With ecological economics the market can only achieve a good outcome if
what is being allocated efficiently represents a worthwhile goal for society (Bromley,

1990).

Value: The normative value system of ecological economics reflects sustainability and
therefore the maintenance and integrity of social, built, human and natural capital. All
species — not just humans — have intrinsic value, and the rights of future generations to

enjoy a lifestyle that meets their requirements for well-being is recognised.

Distribution: Ecological economics advocates for interpersonal comparisons of utility
so that distribution has efficiency and fairness associated with it. Rather than basing
distribution decisions on Pareto criteria, the goal is to maximise overall social utility (H.
Daly & Farley, 2004). This can be achieved through redistribution, as the marginal
utility a poor person obtains from an additional unit of a good or service will be greater

than that of a wealthy person whose desires are saturated.

Accounting system: Ecological economics promotes non-material ways to increase
prosperity and alternative well-being measures to the GDP growth paradigm (Bina,
2013; Costanza et al., 2015; H. Daly & Cobb, 1994). For example, the use of Genuine
Progress Indicators which more comprehensively take into account the real cost of

producing GDP.

2.1.6 Summary of progress ideals
In summary, it can be said progress is different things to different people, and how it is

judged changes with time, social norms, and technology. The widely accepted modern

'8 This is debatable, given the assumptions associated with the free market system.
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day interpretation of progress is the degree of advancement in technology and

material standards of living. The yardstick used to gauge this is growth in GDP.

In a democracy what is meant by progress should ideally be decided by societal
consensus and shared values. The resultant vision then determines the hierarchy of
policy priorities (Shmelev, 2011) and how resources are best allocated to achieve
progress. Despite its significance, the progress debate rarely occurs in political forums
and the vacuum is filled by the goal of growth in GDP. The goal of government and
hence their policies therefore becomes to create a better life for all citizens by

increasing GDP.

The next section provides an overview of some of the many ways well-being can be

construed and how improved well-being can be considered a measure of progress.

2.2 THE CONCEPT OF WELL-BEING

Well-being is an ambiguous term with many usages, meanings, and conceptions
(Gasper, 2007). Selecting the best ways to assess well-being is a challenge, as what
determines ‘well-being’ varies from one individual to the next, from community to
community, between cultures, by location, and across countries. In addition, well-
being is so extensive in scope that it can be argued that everything we do, and is done
to us, impacts on our well-being. As human well-being is multi-dimensional (Alkire,
2002; McGillivray, 2007; Sen, 1999, 2008) it is not able to be captured by any one

measure (such as GDP).

While some researchers use the word ‘well-being’ as a distinct term, others (such as
Easterlin, 2001, 2003; Easterlin & Angelescu, 2009) use well-being interchangeably
with alternative terminology. The different descriptors used include: quality of life,

happiness, living standards, human development, welfare,19 social welfare, well-living,

® The word welfare has a long history of use in economic theory. For Smith (1776), economics
was about how to increase human welfare, and based on this, determine policy to best
promote human happiness. Smith calculated economic welfare as the annual output from
labour divided by the number of people able to consume it (E. K. Hunt & Lautzenheiser, 2011).
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utility and life satisfaction. The following provide examples of the many different ways

that well-being is described:

e Walsh (2005) defines well-being as “living and faring well” or “flourishing”.
Well-being consists of both economic and non-economic factors and can be
considered to be a necessary condition for human happiness and what a
good life achieves.

e The UNDP definition is “expanding people’s real freedoms—so that people
can flourish” (UNDP, 2010, p. 22).

e Well-being is defined by McGillivray (2007) as a description of the state of
an individual’s life situation. An individual’s well-being is considered to be
aligned with satisfaction with life, pleasure, enjoyment, health, leisure,
personal development opportunities to fulfil one’s potential, and having a
purpose so that life has personal meaning.

e Neumeyer (2004, 2007) uses the term well-being interchangeably with
welfare and utility, and defines it as the satisfaction of human preferences.
The more human preferences are satisfied (health, education, freedom,
autonomy, recreation, experience of nature, plus others) the greater is well-
being.

e The Millennium Ecosystem Assessment (Millennium Ecosystem Assessment,
2005) sees human well-being as made up of multiple constituents, including
health and a healthy physical environment, good social relations, freedom

of choice and action, security and the basic material needs for a good life.

‘Welfare’, as in ‘welfare economics’, refers to analysis of incomes, wealth and utilities. Welfare
economics reduces human behaviour to maximising utility. People maximise their utility
through market transactions and the buying and selling of goods. The extent to which utility
and interpersonal comparison can actually be measured is an on-going debate (Spiegel, 1991).
Maximising economic human welfare remains the objective of neoclassical economics with a
change in welfare defined as the change resulting from different production/consumption
bundles. Microeconomics is referred to as ‘welfare economics’ because it focuses on
maximising utility at the margins. Pareto efficiency is considered the “first theorem of welfare
economics” as it defines in economic terms the meaning of maximum utility. An ecological
economics definition of ‘welfare’ is: “A psychic state of want satisfaction or enjoyment of life —
an experience not a thing — the basic reason to be of economic activity” (H. Daly & Farley,
2004, p. 441). This definition encompasses more than utility change resulting from
consumption.
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e Prescott-Allen (2001, p. 5) defines human well-being as “a condition in
which all members of society are able to determine and meet their needs
and have a large range of choices”.

e Coleman (1998, p. 33) recognises the interdependencies of well-being,
which he describes as a “highly uncertain and complex system where
economic-social-environmental indicators interact in ways that are indirect,

non-linear, cumulative and synergistic”.

2.2.1 Individual versus societal well-being

Human well-being is made up of both individual and societal factors. Individual well-
being, while connected to societal well-being, differs from it. Individual well-being is
concerned with how a person’s basic needs are met, and how satisfied they are with
the opportunities presented to achieve their person-specific (e.g. health, education)
needs. Social well-being relates to attributes shared with others such as belonging to a
community, having an affirmative attitude towards others, and contributing to society
and its positive development (McGillivray, 2007). It also encompasses factors such as

whether a society is peaceful, resilient, open to diversity, and so on.

Individual and societal well-being is interconnected. As Giddens (1984, 1991) explains,
the structure of society and the individual are a duality that cannot be considered

apart — individuals structure society and society structures individuals.

Beaumont (2011) places well-being in a nested structure, as in Figure 2-2, to show this
interdependency. An individual’s well-being is determined by their own assessment of
how they feel. How they feel will be determined by attributes that directly affect their
well-being such as health, relationships, finance, education, work, and dwelling
location. An individual has some degree of immediate control over such things but

their provision is also a function of the wider societal institutional structure.

Contextual factors such as governance, the economy, and the natural environment are
higher scale influences on well-being that are beyond any one individual. Human well-
being is supported by the economy, the governance structure, and the natural
environment. Typically, these factors provide the enabling conditions to achieve

human well-being (Hall, Giovannini, Morrone, & Ranuzzi, 2010). In Figure 2-2
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equity/fairness (which is a distribution issue), and sustainability over time (which is an

intergenerational issue) impact across all levels.

National Well-being

>

Equality / Fairness

Governance

Natural environment
The Economy

More contextual domains

<€

>

Sustainability issues over time

Figure 2-2: National well-being framework (Source: Beaumont, 2011). SWB=Subjective well-
being.

Government policy creates opportunities for humans to meet their needs. Individuals
place weighting/preferences on different things, raising important considerations for
analysis and policy when looking beyond individual well-being to societal well-being
(Costanza et al., 2007). In addition, the weights given to various factors evolve as social

norms change, therefore government responses need to also change.

The research focus of this dissertation is not the personal choices individuals make that
influence their well-being but rather the policy decisions that impact on both individual

and societal opportunities to achieve well-being.

2.3 CONCEPTUALISING WELL-BEING AS A SYSTEM

This research situates well-being in an interlinked system made up of
interdependencies. Well-being is not considered to be the sum of multiple factors
aggregated together, or the dependent variable in a regression analysis. Instead,
through relationships, well-being is part of a system that is impacted on by the

components in the system; and in turn, impacts the rest of the system.
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Well-being as a system of interlinked components requires a framework to set out the
assumptions and values on which it is based. There are many different frameworks
that have been developed to portray the conceptual base for achieving well-being.
Despite, or because of this, assessing conceptual appropriateness still remains a key
area for research (Harkness, 2007). Widely used frameworks include the Millennium
Ecosystem Assessment (2005), the “Full World” Model of the Ecological Economic
System (Costanza, Cumberland, Daly, Goodland, & Norgaard, 1997), and the OECD

Framework of the Progress of Societies (Hall et al., 2010).

A sound framework provides a logical structure for evaluating the system and ensuring
essential components and the relationships between those components are included
(Millennium Ecosystem Assessment, 2005). Making the conceptual base of the
framework explicit is important because it is influential in determining the robustness

of outputs (McGillivray, 2007).

2.3.1 Well-being as a system

The conceptual framework of well-being used in this dissertation is set out in Figure
2-3. The framework from the Alliance for Sustainability and Prosperity
(www.asap4all.org) brings together the key components of the sustainable well-being

system.
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Planetary Boundaries

Overall Goal:
Sustainable, and Equitable Well-Being
for humans and the rest of nature

Basic Human Needs

( , reproduction, Subjective Well-Being

security, affection, participation, (as measured by surveys)

leisure, creativity, identify,
freedom etc)

Capital Assets

Natural, and Social (including

Figure 2-3: Well-being framework (Source: www.asap4all.org).

The items in black are partially picked up by GDP. Arrows indicate inter-relationships and
how factors are interconnected in both directions.

The overall goal of the system is sustainable well-being for both humans and other
species, taking into account equity of distribution. To achieve well-being, basic human
needs must be met. This has to be done in a way that satisfies people and meets their

subjective well-being criteria.

Sustainable development reflects the different strategies that can be used to fulfil
basic human needs and subjective well-being criteria. These strategies determine how
the combined asset portfolio of a country or a region is managed. This includes the
need to acknowledge that decisions made in the present have consequences for the

well-being of both the current population and future generations.

The quality and quantity of the Capital Assets in Figure 2-3 are the foundation for

sustainable well-being. These are the capital stocks on which nations rely to bring into

42



fruition specific policy targets. The ethical base for sustainable well-being is the need
to maintain the capital assets (stocks) that the well-being of all humans and the rest of
nature depend on. As all sources of capital (built, natural, human or social) are subject
to depreciation, their use needs to be allocated with care. Depletion needs to be
compensated by new investment to ensure a flow of services into the future. The scale
(relative to nature) at which the economy operates is critical. This is shown in Figure
2-3 by the system being enclosed by planetary boundaries, thus indicating limits are

imposed in terms of ecological scale.

Sustainable well-being aims for developmental growth. The focus therefore is on the
items in white in Figure 2-3. At present with GDP used as a proxy measure for well-
being, what is captured is limited to transactions in the marketplace heavily biasing

towards the items in black.

The aspects of (1) Subjective well-being; (2) Basic Human Needs; (3) Sustainable
Development; and (4) Capital Assets shown in the Figure 2-3 framework are discussed
in more depth in the following sub-sections. Then Section 2.4 sets out how the
“Overall Goal: Sustainable, Prosperous and Equitable Well-being for humans and the

rest of nature” is conceptualised in this dissertation.

2.3.2 Subjective well-being

Subjective well-being can be described as the way people make multi-dimensional
evaluations of their lives, including mental assessments of life satisfaction and affective
evaluations of moods and emotions (Argyle, 1987; Diener, 1984; Eid & Diener, 2003;
McGillivray, 2007). Subjective measures capture an important well-being dimension
that is missed if only objective20 measures are used. ‘Subjective’ describes evaluations
made by the individuals being assessed (Angner, 2010; Costanza et al., 2007). They
provide vital information about how people perceive their well-being, which may not
correspond with how it is assessed using more objective measures. Data for subjective

measures are collected mainly via surveys and questionnaires. Assessments can be

%% Objective measures still have a subjective element and biases are not erased by the use of
statistical data (Myrdal, 1969). All human knowing is constrained by our perceptions and our
beliefs (Pangaro, 1991) so there is always some degree of valuation involved (Bossel, 1998).
Research design, in particular hypothesis setting, can only falsify and never prove a hypothesis
is correct.
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qualitative or quantitative, and, as they are often location-based, can provide

important insights for policy at the local level.

The validity of subjective measures is debated. There is a risk that people are socialised
into discounting personal well-being (Harkness, 2007), and judgement reflects relative
rather than absolute conditions (Schwarz & Strack, 1999). For example, in a community
where people live in poverty, an individual who has a slightly higher standard of living
may be considered wealthy. Kahneman (2011) makes the distinction between
experienced and remembered well-being and shows that how things are remembered
differs from how they are experienced. Such framing effects can be influential in
outcomes (Gasper, 2007). Despite this debate, the value of subjective measures is
increasingly recognised and assessment methodologies are improving. Two subjective
measures that are commonly used to assess well-being are happiness and life

satisfaction.

2.3.2.1 Happiness

Happiness is just one of the emotional responses humans are capable of and is
associated with feeling good or short-term pleasure; also referred to as hedonic well-

being (Engelbrecht, 2009).

Surveys on happiness, regularly undertaken at the global scale by the Gallup World
Poll, conclude happiness relates to how psychological and social needs are met. Day-
to-day happiness is associated with things like being free from pain, rested, respected,

and intellectually engaged.

The weightings put on the multiple factors that influence happiness differ with respect
to different people, cultures, and circumstances. Both individual choices and public
policy can make a long-term difference to happiness (Headey, Muffels, & Wagner,
2010). Happiness levels can be determined by factors such as genetics, family,
activities, friends, and work satisfaction. Social structures and communities are also
important (Gasper, 2007). Some studies (Frey & Stutzer, 2002a, 2002b) list
demographic and personality factors (such as health, age, family, education), gender,
political factors (such as freedom, participation, and democratisation), and also include

economic factors (such as income and employment/unemployment).
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There has been extensive research into the link between material wealth and
happiness. The general theory is that income is important if you are poor but after a
certain level further increases in income do not contribute to happiness (Easterlin,
2003; Hatfield-Dodds, 2005; Kahneman, Krueger, Schkade, Schwarz, & Stone, 2004;
Schepelmann et al., 2010; UNDP, 2010). Longitudinal studies of the relationship
between improvement in happiness and growth in GDP per capita across 37 countries
reveal no significant long-term relationship (Easterlin & Angelescu, 2009). Though rich
people are happier than poor people, the levels of overall happiness are not greater in
rich countries (those with high GDP) than poor countries (those with lower levels of

GDP). This association is known as the ‘Easterlin paradox’ (1974).

In affluent societies there is evidence that non-market sources such as family, health,
and recreation make a greater contribution to happiness than market sources
(Jackson, 2009; McGillivray, 2007). Helliwell (2003) shows that GDP and subjective
well-being decouple at a relatively low GDP per capita level, and factors such as
effective social and political institutions, high mutual trust, and low rates of corruption

become more important.

Over the lifetime of an individual, income and age are positively associated up to
retirement. Happiness does not advance in the same way. The reason is the level of
satisfaction with material possessions is relative (Easterlin, 1974, 2001). Thus, as
incomes rise people relate their happiness more to the material level of others in

society than to their own personal level of material comfort.

2.3.2.2 Life satisfaction

Life satisfaction is widely understood to be a longer-term measure of how content
people are with their life overall. Diener (1994) defines life satisfaction as the more
global evaluation by people of their own life. It is more reflective in nature and
responses are likely to vary depending on life stage. For Frisch et al., (2005) life
satisfaction is a cognitive construct independent of any mood state, more a function of
expectations and attitudes. Life satisfaction can be interpreted as more than just an
emotional reaction; it can be taken as contentment from leading a meaningful or
fulfilling life or living well (eudoamonic well-being), and as relating to intrinsic goals

and cognitive judgement. Income is more closely related to life satisfaction. People

45



with higher incomes tend to have higher levels of life satisfaction (Kahneman, 2011).
According to Inglehart et al., (2008), at a societal level, life satisfaction is more
sensitive to economic conditions than is happiness. At a national level, life satisfaction
is considered to be a more effective measure of subjective well-being than affective
measures such as happiness (Diener, Diener, & Diener, 1995; Vemuri & Costanza,

2006).

2.3.3 Basic human needs
Well-being is impacted by how human needs are satisfied. Fulfillment can be
interpreted as meeting the subsistence needs all humans have for survival, or, the

ability to meet needs at a much higher level.

Abraham Maslow (1943) made a seminal contribution to well-being theory by ranking
needs in a hierarchy that humans have to work through in ascending order.
Physiological needs such as food, water, and sex have to be met first, and only then
can humans climb the ladder to achieve in ascending order: security; love and
belonging; self-esteem; self-actualisation, knowledge, aesthetics, and beauty. Maslow
(1968) later added intrinsic values, which involve helping others to reach their
potential. An extensive array of literature exists covering how to define basic human
needs and how they are best met. The following brief discussion covers: (1) Sen’s basic
capabilities approach; (2) The basic needs approach of Max-Neef et al.; and (3) Alkire’s
basic human values approach. These are well-recognised contemporary multi-
dimensional conceptualisations of what well-being comprises. Following this, the
Costanza et al.,(2007) Quality of Life approach is introduced to show how needs can be

linked to the capital assets that can satisfy them.

2.3.3.1 Sen’s capability approach

Sen (2008) sees well-being as consisting of informed, rational preferences applied to
functions and capabilities. Functionings are the things a person can do, or be, when
leading their life, and make up a person’s being. Individuals apply different weights to
functions depending on their preferred lifestyle. Capabilities are derived from
functionings and represent the mix of opportunities a person has available to achieve
his or her desired well-being. Capabilities depend on both individual characteristics

and societal organisation. According to Sen (2008):
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The functionings relevant for well-being vary from such elementary ones as
escaping morbidity and mortality, being adequately nourished, having
mobility, etc., to complex ones such as being happy, achieving self-respect,
taking part in the life of the community, appearing in public without

shame... (p. 276).

Freedom allows people to expand their capabilities and lead the life they to which they
aspire. Sen identifies five different freedoms: political freedoms; economic facilities;

social opportunities; transparency guarantees; and protective security (Sen, 1999).

Sen (1999, 2008) focuses on individual capabilities, responsibilities, and opportunities.
Increasing human capabilities is good because it improves choice, well-being, freedom,
the ability to influence social change, and economic production. Sen sees well-being as
consisting of both the ability to pursue goals or to not have goals at all. Individuals
have different values and preferences, so the important measure is the freedom (or

capabilities) available to achieve desired functionings.

The capability approach does not identify any specific functionings (or subset of
functionings) as being of critical importance. Neither does it provide a list of the
capabilities or a hierarchy for increased well-being. Sen (1999) argues that the
capabilities to be nurtured are a value judgement and as such they need to be
determined via a transparent process. A multi-dimensional approach to development
such as Sen’s, requires many value choices be made explicitly by: democratic

institutions; participatory processes; and public debate.

2.3.3.2 Max-Neef et al.’s basic needs theory

The needs theory is a multi-dimensional taxonomy that distinguishes between ‘needs’
and ‘satisfiers’ (Max-Neef, Elizalde, & Hopenhayn, 1991). Nine human needs are
considered the same for all cultures and time periods: subsistence, protection,
affection, understanding, participation, idleness, creation, identity, and freedom. In
setting this list Max-Neef et al., (1991) acknowledge that there are other ways by

which needs can be classified, and any list is subject to modification.

While needs remain fixed, how they are met by satisfiers varies according to time,

place and circumstances. Each economic, social and political system determines the
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choice of satisfiers, and the quality and quantity provided. Therefore, culture is the key
determinant of how human needs are met, which in turn determines both human
deprivation and human potential. For example, lack of subsistence can be equated to
deprivation, whereas opportunity to participate enriches human potential. It is
possible for one satisfier to contribute to meeting many different needs; and needs are

able to be met by multiple satisfiers.

For psychological and physical health all needs must be met. A failure to do this leads
to human poverty of some form. Economic goods can only meet some of the needs of
individuals; other needs, such as affection and participation, require social interaction

and therefore communal activities.

Max-Neef et al.,, (1991) make the point that human needs are interrelated and
interactive, and can therefore be understood as a system. With the exception of
subsistence, which covers the need to stay alive, there is no hierarchy in the system.

Satisfying needs is a continuous process of synergies and trade-offs.

2.3.3.3 Alkire’s basic human values approach

For Alkire (2002), meeting human needs is best expressed as the extent to which the
‘dimensions of human development’ are fulfilled. She defines human development as
“[Hluman flourishing in its fullest sense — in matters public and private, economic and
social and political and spiritual” (Alkire, 2002, p. 182). Human development is more
than the achievement of well-being for a person at a particular time; it also considers
what a person can do about the causes they follow, and about non-individualist
aspects of social living. ‘Dimensions’ are described as components that coexist with
other components. Alkire does not present these as being part of an integrated

system.

The dimensions of human development are not the pre-requisites for ‘what a good life
is’ but rather general and universal principles that are intrinsically valuable to all
people. Satisfying these values is a way to conceptualise the achievement of well-
being. For Alkire the dimensions provide the basic ‘reasons for action’ (human ends
rather than means) that people from any culture and speaking any language would

provide in answer to the question “why do | do what | do?” and where no additional

48



reason would be required. The list Alkire selects as best fitted to meet the requirement
of ‘the dimensions of human development’ is that described by Finnis (Grisez, Boyle, &

Finnis, 1987) and set-out in Table 2-1.

Table 2-1: Reasons out of which people act in seeking ‘wholeness’ or ‘well-being’ in pursuing
human development

Life itself — its maintenance and transmission — health, and safety

Knowledge and aesthetic experience. “Human persons can know reality and appreciate beauty and
whatever intensely engages their capacities to know and to feel.”

Some degree of excellence in Work and Play. “Human persons can transform the natural world by using
realities, beginning with their own bodily selves, to express meaning and serve purposes. Such meaning-
giving and value-creation can be realized and in diverse degrees.”

Friendship. “Various forms of harmony between and among individuals and groups of persons—living at
peace with others, neighbourliness, friendship.”

Self-integration. “Within individuals and their personal lives, similar goods can be realized. For feelings
can conflict among themselves and be at odds with one’s judgements and choices. The harmony
opposed to such inner disturbance is inner peace.”

Self-expression or Practical Reasonableness. “One’s choices can conflict with one’s judgments and one’s
behaviour can fail to express one’s inner self. The corresponding good is harmony among one’s
judgments, choices and performances — peace of conscience and consistency between one’s self and its
expression.”

Religion. “Most persons experience tension with the wider reaches of reality. Attempts to gain or
improve harmony with some more-than-human source of meaning and value take more forms,
depending on people’s world views. Thus, another category...is Peace with God, or the gods, or some
nontheistic but more-than-human source of meaning and value.”

Source: Grisez et al., (1987)

Additional conditions dimensions are required to meet include being defined clearly
enough to not be ambiguous but broad enough to meet diverse needs. Dimensions
should not cover the same quality multiple times; therefore they need to be
incommensurable. They must be irreducible, in that the dimension list cannot be
reduced any further, and last, they must be nonhierarchical to allow the order of
importance to change with time (Alkire, 2002)**. The work of other researchers (e.g.
Max-Neef, Cummins, Nussbaum, Doyle and Gough, and many others) is used by Alkire
to provide an extensive overview of the various attributes that contribute to human
well-being. These are presented as described by the original authors, and Alkire makes

no attempt to integrate them into one list or see any reason to require general

*! Italics as used by Alkire (2002).
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agreement (the list is provided in Appendix 1). Instead, Alkire (2002, p.193)
recommends to anyone wanting to establish their own list to evaluate well-being that

they select dimensions according to the following criteria:

e “The dimensions must be valuable: they must be readily recognizable as the
kinds of reasons for which oneself or others act. Put differently, they must
be human “ends” rather than means only; intrinsically valued rather than
only instrumentally convenient (only is important, for many will be both).

e The dimensions must “combine scope with specificity”’: each dimension
should be clear—which requires specificity—yet vague—so that persons of
different cultures and value systems find them to be familiar. The
dimensions should not overlap.

e The dimensions must be “critical” and complete: taken together, they
should encompass any human value. These include dimensions which are
presently valued by some groups but not others.

e The dimensions do not pertain to one view of the good life: dimensions of
human flourishing represent the basic values people are seeking when they
““be and do and have and interact’”” — morally or immorally. They are neither

virtues nor personal qualities (gentleness, self-respect).”

Alkire (2002) argues for some agreement on a multi-dimensional framework to use for
human development, as without this, there is a risk that the vacuum will lead to
misunderstanding and operational errors by those working in the area. When working
at the local or project-planning level, a core set of well-being measures provides a
structure for discussion, rather than substitutes for discussion. To improve human
development the concept of ‘dimensions of human development’ can be used as a
filtering tool to sift through the multitude of variables that contribute to well-being
and to ensure important factors are not overlooked. At the same time, users need to
be conscious of the limitations of the framework. “The process of specification should
be collaborative, visible, defensible and revisable” (Alkire, 2002, p. 194), and
acknowledge there are likely to be other factors that need to be taken into account to

achieve human development.
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2.3.3.4 Costanza et al’s., interaction of human needs

Costanza et al., (2007) refer to Quality of Life (QoL) rather than well-being, with no
distinction made between the two terms.’” QoL is defined as “the extent to which
objective human needs are fulfilled in relation to personal or group perceptions of
subjective well-being” (Costanza et al., 2007, p. 269). The authors acknowledge, as
numerous others do, that when the goal is something as elusive as Qol it is difficult to
identify and measure progress. Complications include temporal and spatial scale
issues. As a generalization, it can be said QoL measures the extent to which important

needs, goals, and desires are satisfied.

Costanza et al.,, (2007) conceptualise QoL as the multi-scale, multi-dimensional
combination of objective measures of human needs (sourced via statistics,
measurement or financial information) with subjective well-being measures (self-

assessed feelings obtained by aggregating survey responses).”?

For Costanza et al., (2007) the opportunities people have to satisfy human needs and
subjective well-being are directly linked to the different forms of built, human, social
and natural capital. The element of ‘time’ is an additional factor required for well-

being needs to be met.

2 The meaning of the term ‘Quality of Life’ (QoL) varies with context, and the wide-spread,
diverse use of the term is ambiguous. Some authors, e.g. Noll (2002), see QoL as an individual
based assessment with well-being more at the societal level. The development of surveying
tools and empirical studies has seen QoL move from being a concept that was regarded as
individual and subjective (Haas, 1999; Kagen, 1994) to a more objective measure used to make
comparisons across wider societal groups (Gravitas Research and Strategy Limited, 2005).

2 There are also other ways to determine QoL. When distinguishing the factors that most
influence Qol, Veenhoven (2010) makes the distinction between outer qualities (determined
by the environment in which a person lives) and inner qualities (the personal attributes of a
person). He also includes opportunity for a good life (life chances) and life results (outcomes).
Qol is influenced by many of the same factors as well-being, such as personal disposition,
health, employment, living conditions, and age, etc. Researchers predict change in QoL by
combining subjective and objective measures as with well-being. For example, Veenhoven
(2010) cites average longevity (objective) and average happiness (subjective) as measures that
together show quality of life is improving in most modern societies. He attributes this to (1)
reduced hunger and death rates, and (2) increased freedom in modern society that gives
people more choice.
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Table 2-2 lists the type of human needs people aspire to and the associated capitals
that are drawn on to accommodate those needs. The list of human needs in Table 2-2
collated by Costanza et al., (2007) is derived mainly from the work of Max-Neef et al.,

(1991), and Nussbaum and Glover (1995).

For Costanza et al., (2007), well-being needs are fluid and dynamic across time and
context with overlaps and interactions occurring between need categories. Policy and
culture govern how the four types of capital are allocated to provide opportunities for
humans to meet their needs. This shapes social norms, which determine the weights
given to various needs and the direction of investment to improve opportunities at any

given time.
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Table 2-2: List of human needs (* the most important input)

Human Need

Descriptors (direct satisfiers)

Types of inputs
needed

Subsidence

Food, shelter, vital ecological services (clean air and water, etc.)
healthcare, rest

Built capital*
Natural capital*
Human capital
Time

Social capital

Reproduction

Nurturing of children, pregnant women
Transmission of the culture
Homemaking

Human capital*
Time*

Social capital
Natural capital

Security Enforced predictable rules of conduct Social capital*
Safety from violence at home and in public Built capital
Security of subsistence into the future Time
Maintain safe distance from crossing critical ecological thresholds Natural capital
Stewardship of nature to ensure subsistence into the future
Care for the sick and elderly Human capital
Affection “Being able to have attachments to things and persons outside | Time*

ourselves; to love those who love and care for us, to grieve at their
absence.”(Nussbaum)
Solidarity, respect, tolerance, generosity, passion, receptiveness

Social capital

Understanding

Access to information
Intuition and rationality

Human capital*
Natural capital
Built capital
Time

Social capital

Participation

To act meaningfully in the world
Contribute to and have some control over political, community, and
social life

Social capital
Human capital

Being heard Natural capital
Meaningful employment Time
Citizenship
Leisure Recreation, relaxation, tranquillity, access to nature, travel Time*
Natural capital
Built capital
Social capital
Human capital
Spirituality Engaging in transcendent experiences Human capital
Social capital
Access to nature Natural capital
Participation in a community of faith Time
Creativity/ Play, imagination, inventiveness, artistic expression Human capital*
emotional Time*
expression Natural capital
Identity Status, recognition, sense of belonging, Social capital*
differentiation, sense of place Natural capital
Freedom “Being able to live one's own life and nobody else's. This means | Social capital*

having certain guarantees of non-interference with certain choices
that are especially personal and definitive of selfhood, such as
choices regarding marriage, childbearing, sexual expression, speech
and employment” (Nussbaum)

Mobility

Natural capital

Source: Costanza et al., (2007, p. 270) *=most important input. Italic/bold= added by researcher.
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In summary, the consistent message from the different basic human needs
conceptualisations of well-being is that any measure needs to acknowledge that it is
not all encompassing, and it will change with time, location, and culture. Participation
is a direct requirement of well-being according to Sen (1999, 2008) and Alkire (2002),
and an important human need listed by Max-Neef et al., (1991) and Costanza et al.,
(2007). Politics and culture have a considerable influence on well-being, therefore
resolving well-being issues should be a process that involves public participation and

debate.

2.3.4 Sustainable development
This section discusses sustainable development and how it relates to sustainable well-

being.

Literature on sustainable development is prolific, and an industry has developed
deciphering and promoting what sustainable development actually means (Kates,
Parris, & Leiserowitz, 2005; Pezzoli, 1997). It is a contested concept in many spaces
with Pezzoli (1997) identifying 10 major categories of literature linking sustainable
development to either the environment; legal and institutional terrain; culture and civil
society; or the economy and technology. The ideal of sustainable development has
spread and is widely institutionalised, though action might not support it, and it is
usually easier to define what is unsustainable than what is sustainable (Bartelmus,

2009).

Despite the hundreds of definitions of sustainable development (Kates et al., 2005)
there is no tangible, clear-cut interpretation24 (Bartelmus, 2009; Fricker, 1998; Hjorth
& Bagheri, 2006; Joint UNECE/OECD/Eurostat Working Group on Statistics for
Sustainable Development, 2008; Kates et al., 2005; Manderson, 2006; Missimer, 2013;
Pezzoli, 1997). The result is overuse and opaqueness (Bartelmus, 2009). It is argued the
ambiguity of sustainable development has both advantages and disadvantages.
Advantages include: 1) the malleability of sustainable development allows it to mean

almost anything (Kates et al., 2005; Pezzoli, 1997), which makes connecting with the

" The most well-known definition of sustainable development is that of the Brundtland Report
“development that meets the needs of the present generation without compromising the
ability of future generations to meet their own needs” (WCED, 1987, p. 43).
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concept easier (Parris & Kates, 2003; Pezzoli, 1997); 2) the different interpretations
promote pluralism and unique approaches that can be compared, contrasted, and
implemented based on suitability (Kates et al., 2005; Pezzoli, 1997); 3) as sustainable
development is regularly redefined and adapted to meet diverse needs, it constantly
evolves (Kates et al., 2005); 4) open time frames such as ‘now and in the future’ make
it flexible what to sustain and develop; and 5) as a concept, sustainable development
has been successful at connecting those concerned with nature, society and the

economy (Kates et al., 2005).

Some of the disadvantages of ambiguity that have been noted are: 1) it defies
operational implementation (H. Daly, 2005; Fricker, 1998; Robeért, 2002); 2) sustainable
development is used by business and government to justify economic growth and
business as usual (Bartelmus, 2009; J. Robinson, 2004); 3) it is anthropocentrically
interpreted, so protecting nature is for human benefit only (Hector, Christensen, &
Petrie, 2014) and; 4) everyone can subscribe without risk of being accountable

(Bartelmus, 2009).

Sustainability can be broadly defined as maintaining the capacity to provide non-
declining well-being over time (Stiglitz et al., 2009; WCED, 1987). There are competing
tensions between the well-being of current and future generations (Norton, 2007).
Many of the decisions made to increase current well-being reduce future sustainability
(Neumayer, 2004). For example, fossil fuel use increases current consumption and
well-being levels, but reduces sustainability, as fossil fuels are not available for future
use, and greenhouse gas emissions increase from the burning of these finite resources.
A reverse example given by Neumayer (2004) is that inequality, while not beneficial for
well-being, is good for sustainability. This is because a population made up of a small
number of extremely rich people and a large number of poor people will consume less
than the same population made up of middle class/wealthy people. It is not correct to
use current well-being measures as a measure of sustainability (Neumayer, 2007;
Stiglitz et al., 2009). Current well-being is boosted by resource depletion, and the true

impacts of long-term environmental damage are not felt until the future.

Within this dissertation, sustainable development is considered to be the

transformative pathway to achieve sustainable well-being. Sustainable development is
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operationalised by defining what we want to achieve and setting the required goals to
get there (Kates et al., 2005). Setting goals provides ways to assess how we measure
up in day-to-day life, and allows us to change our attitude and behaviour in response.
Sustainable development is about creating solutions to problems (Pezzoli, 1997). Such
solutions can have a material/biophysical reduction focus (material and energy flows,
resource use and assimilation capacity, life cycle assessment, product stewardship,
industrial ecology, and sustainable consumption and production) or be aimed at non-
material objectives that increase human and social capital without inputs that deplete

nature.

The ‘capitals’ construct can be a yardstick for determining the success of sustainable
development (Pearce, Markandya, & Barbier, 1989; World Bank, 1997). This approach
necessitates managing the portfolio of wealth sufficiently to bequeath as much wealth
per capita (in the form of built, natural, human and social capital) as was inherited
from generation to generation (Dasgupta, 2001). This presents a considerable
challenge as per capita measures require capital to grow over time if population is
increasing (UNU-IHDP and UNEP, 2012, 2014). Incommensurability and non-
substitutability between the different types of capital also presents problems (Pezzoli,

1997), for example, natural capital cannot be replaced by human capital.

The initial emphasis of sustainable development on environmental protection and
economic development has been broadened (Kates et al., 2005). The current wide
scope of sustainable development is illustrated by this excerpt from the Sustainable

Development Goals draft declaration (United Nations, 2015):

We resolve, between now and 2030, to end poverty and hunger
everywhere; to combat inequalities within and among countries; to build
peaceful, just and inclusive societies; to protect human rights and promote
gender equality and the empowerment of women and girls; and to ensure
the lasting protection of the planet and its natural resources. We resolve
also to create conditions for sustainable, inclusive and sustained economic
growth, shared prosperity and decent work for all, taking into account

different levels of national development and capacities (p. 3).
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The similarities between sustainable development and well-being include
meeting the needs of humans now and in the future within the limits of the life
support systems of the planet and the core principles of equity, social cohesion

and provision of adequate levels of material comfort.

Current well-being is orientated to the present and affected by both economic
resources (such as income) and the non-economic aspects of peoples’ lives (such as
what they do and what they can do, how they feel, and the natural environment they
live in). Sustainable development is more future-orientated and concerned with
whether levels of well-being can be sustained over time. This depends on whether
stocks of capital that matter (natural, physical, human, social) are passed on to future

generations (Stiglitz, Sen & Fitoussi, 2009).

The essential concern conveyed by ‘sustainability’ and ‘sustainable development’ is
how decisions impact on sustainable well-being (G. Atkinson, 2008) or the ability to
maintain well-being over the long term. It is possible for sustainability to be included in
a well-being measure if it is assumed current generations care about their future and
future generations. Such support for the rights of future generation is intrinsic in many
cultures and also prominent in the philosophies of Rawls (1999), Boulding (1966) and

many others, who consider humans as equal, independent of their position in time.

Sustainable well-being combines well-being concepts with the need to maintain all
forms of capital such as man-made capital, human capital, natural capital and social
capital because future welfare is dependent on the availability of capital. The quality
and quantity of the capital assets are a key factor for both sustainable development
and sustainable well-being. Therefore, the next step is to discuss the conceptual ideals

incorporated in each of the four capitals — social, human, built, and natural.

2.3.5 Capital assets

Capital assets are so defined because they accumulate over time and yield benefits.
The long-established theoretical foundation for the link between well-being and capital
is the concept of Hicksian income, and the need to sustain the income-generating asset

base if wealth is to be maintained in the long term. Hicksian income, which cannot be
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measured,? is defined as “the amount that you can spend without diminishing your
ability to spend the same amount in the future” or alternatively “what wealth you can

consume without impoverishing yourself” (Hicks, 1939, 1946).

There is debate about how assets should be split into capital stocks. The boundaries
between capitals can be blurred, with human and social relationships being difficult to
separate (International Integrated Reporting Council, 2013). Dalziel and Saunders
(2014) list cultural capital as separate from social capital. Some (Hector et al., 2014;
Wilson et al., 2007) separate financial (or economic) capital to create a five capitals
model. Gleeson-White (2014) and the International Integrated Reporting Council®®

(IRRC) refers to six capitals: Financial capital; Manufactured capital; Intellectual capital;

Human capital; Social and Relationship capital; and Natural capital.

In addition to disagreement over how capital assets are split, there are also divergent
opinions on the use of the word ‘capital’. Some people object to human communities
and ecosystems being treated in the same way as finance, and the implied assumption
that they can be drawn down or built up as is convenient (Monbiot, 2014). Victor
(1991) argues against using the term capital to describe the environment because an
essential feature of capital is that it can be produced by human action. The opposing
opinion is the use of the term ‘capital’ promotes communication and understanding as
it a language common to the economics and decision-making sectors (Gleeson-White,

2014; Stiglitz et al., 2009).

Difficulty measuring capital assets and flows is a recurring contentious issue. Between
the mid-1950s and mid-1970s there was a lively debate on this question. This was
referred to as the ‘Cambridge Controversy in Capital Theory’ because those involved
were aligned with either Cambridge in England, or Cambridge in Massachusetts. The

controversy ‘died’ (due to the death of some of the key debaters, i.e. Joan Robinson

> Hicks (1946) argued that, “It seems to follow that anyone who seeks to make a statistical
calculation of social income is confronted with a dilemma. The income he can calculate is not
the true income he seeks; the income he seeks cannot be calculated” (p. 178).

%% “The International Integrated Reporting Council (IIRC) is a global coalition of regulators,
investors, companies, standard setters, the accounting profession and NGOs. Together, this
coalition shares the view that communication about value creation should be the next step in
the evolution of corporate reporting.” http://www.theiirc.org/the-iirc/
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and Piero Sraffa), but the key issues debated remain unresolved (Cohen & Harcourt,

2003).

The major focus of the debate was the methodological problems associated with
aggregate production functions. 2’ The English side debated the validity of
extrapolating a single good production function to an aggregation of heterogeneous
capital goods. Due to the many different physical units of measure when there are
heterogeneous capital goods, aggregation of the different goods requires conversion
to monetary value. Monetary valuation can be determined by either: a) cost of
production, or b) the present value of the future output stream. The problem is that
both these calculations require the application of a rate of interest, and as the rate of
interest is determined by capital availability, there is a circularity or bi-directional
dependence. This interdependence results in what is known as the Wicksell (1911)
effect, alternatively referred to in the Cambridge controversy as ‘reswitching’ and
‘capital reversing’. These terms are used to describe how the value of capital is
impacted by a time factor, which changes the interest rates; therefore, capital value is
determined by time. As a result, the value of capital cannot be calculated

independently of the rate of interest and the substitution effect of wages.

The Cambridge Controversy brings to the fore the issues associated with aggregating
different forms of capital. It also implies static capital theories are not adequate and
shows it is difficult to separate capital stocks from capital flows (as noted by Hicks in
1946). These issues are very pertinent when considering capital in such diverse forms

as social, human, built and natural.

Despite capital measurement difficulties there is a strong tradition that links the

maintenance of the four-capitals with human well-being (G. Atkinson, 2008; Deutsch,

*’ Neoclassical ‘capital theory’ uses marginal productivity to calculate return on capital. The

one commodity Samuelson/Solow/Swan production function model is:

Q=f (K,L) where Q = produced output that can be consumed either directly

or be a capital good that produces output itself over time.
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Folke, & Skanberg, 2003; Ekins, 1992; Ekins, Simon, Deutsch, Folke, & De Groot, 2003;
Hicks, 1939, 1946; Pearce & Atkinson, 1993).

The ‘four capitals’ approach is a wealth-accounting (stocks) rather than an income-
based (flows) framework.?® With the four capitals approach, capital stocks need to be
maintained to consolidate wealth and ensure long-term sustainability. Flows that do
not diminish the capital stocks quantify the well-being or income able to be currently
enjoyed by a nation. On the other side, impacts that diminish the asset base decrease
the resources available for present and future generations, and need to be

compensated by investment to repair the loss.

Hartwick (1977) and Solow (1974) proposed that intergenerational equity could be
achieved by maintaining a non-declining capital stock. El Serafy (1989) calculated this
could be achieved if the rents derived from the exploitation of non-renewable natural
resources were invested in built capital that provided dividends. These Neoclassical
economists permit substitutability between natural and other capital types, and
equate sustained well-being with the maintenance of the total capital stock. This is
referred to as ‘weak sustainability (Neumayer, 2003; Pearce & Atkinson, 1993).
Ecological economics argues that that the life-support capacity of natural capital is not
substitutable (Munasinghe & McNeely, 1995) and ‘strong sustainability’ is the goal
(Costanza & Daly, 1992). ‘Strong sustainability’ requires the maintenance of all capital

stocks without substitution (Neumayer, 2003; Pearce & Atkinson, 1993).

According to Kulig et al., (2010, p. 123) the capitals approach appeals to economists as
a framework because it “is based on economic theory and distinguishes a coherent list
of assets (Economic, Natural, Human and Social). In essence it is not much more than
the application of the age-old production function Y=f(E,N,H,S).” Accountants also
relate to the capital approach as it works with the language of their discipline

(Gleeson-White, 2014; International Integrated Reporting Council, 2013).

% The GDP accounting system is flow based (H. Daly & Cobb, 1994), and does not record the
depletion of capital stocks or provide an integrated framework that captures the inter-
dependencies between capitals (UNU-IHDP and UNEP, 2012).
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The following subsections provide a definition for each of the four capitals and a brief
insight into the factors that increase or decrease the capital, and measurement options

available to use.

2.3.5.1 Social capital

Definition: ‘Social capital’ is defined by the OECD (2001, p. 41) as “networks together
with shared norms, values and understandings that facilitate cooperation within or
among groups”. This cooperation adds value to civic society, reduces transaction costs,
and fosters information exchange, accepted behaviours, and both formal and informal
assistance. It also provides a sense of belonging and a source of social interaction.
Networks of humans are the “carriers of social and relationship capital”...which
“includes institutions and relationships within and between communities, stakeholder
groups and other networks; shared norms, common values and behaviour; trust the

organisation has fostered, brand and reputation; and an organisation’s social licence to

operate” (Gleeson-White, 2014, p. 192).

Collective well-being is built and enhanced by institutions and the relationships within
and between communities, groups of stakeholders, and other networks. Social capital
is based on relationships, and reflects how collective action can be facilitated through
norms and networks (Woolcock, 2001). For Woolcock, social capital as a concept
makes most sense when it relates to society rather than to the individual (psychology)
or political (institutional) form of organisation. Social capital combines both ‘soft’
elements like mutual trust (Ostrom & Walker, 2003) and hard approaches like mutual
enforcement mechanisms (Ostrom, 1992) and can also be understood “as an attribute
of individuals and their relationships that enhance their ability to solve collective-

action problems” (Ostrum & Ahn, 2009, p. 20).

The term ‘capital’ is used because social capital accumulates over time and vyields
benefits as with other forms of capital (Helliwell, Layard, & Sachs, 2012). The concept
of social capital is hard to define and can overlap with culture (D. Coyle, 2014). It is
often-criticized (see Arrow, 2000), and caution is recommended with its use (Missimer,
2013). For Bryson and Mowbray (2005), ‘social capital’ is considered to be just the

modern-day free market economics jargon for ‘community’.
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How social capital increases: Trust is viewed as an essential component in social
capital. Trust lowers transaction costs by facilitating working together and the straight-

forward exchange of goods and services.

Social capital increases in importance as society becomes more complex. Coordination
of large scale actions is beyond the realm of a few individuals, and citizens need to rely
on others, trusting them to make decisions and to choose viable alternatives for
society as a whole (Forgie, Cheyne, & McDermott, 1999; Meijboom, Visak, & Brom,
2006). Friedman (2007, pp. 557-558) states “without trust, there is no open society,
because there are not enough police to patrol every opening... it is trust that allows us

to take down walls, remove barriers, and eliminate friction at borders”.

Social capital was first referred to by Jane Jacobs in her analysis of what makes great
cities (Jacobs, 2002). According to Putnam, there is both a public and private aspect of
social capital: “ ... a well-connected individual in a poorly connected society is not as
productive as a well-connected individual in a well-connected society” (Putnam, 2000,

p. 20).

In Bowling Alone, Putnam (2000) differentiates between bridging and bonding social
capital. Bridging social capital builds relationships between people who are different.
This can benefit society by connecting diverse racial, socio-economic and ideological
groups, which can provide the catalyst for new ideas and innovation. In addition,
bridging links between communities reduce discrimination and allow outsiders to
integrate, build friendships, and become part of social networks. Bonding links form
homogenous groups of people with similar views. This builds links within communities,

providing security, trust, social relations, and mutual support.

Social media is seen by some as the modern way of developing social capital. Through
online communities, such interaction enables people who are today more transient
than in the past, both to retain existing social capital and build new social capital. The

longer-term implications of this movement for social capital are yet to be understood.

How social capital declines: Putnam’s (2000) research indicates that social capital,
which he measures by levels of participation in clubs and civic engagement, has

declined with GDP growth. This decline can be linked to factors such as time pressures,

62



especially in two-career families; urban sprawl and commuting; electronic
entertainment and the privatisation of leisure time; and generational change, with
current generations less interested in civic affairs (Putnam, 2000). Social capital
extends to institutions, with distrust in government having a reducing effect (Kaldaru &

Parts, 2008).

Not all forms of network building and social capital are positive (Briggs, 2008;
Browning, 2009; McKenzie, 2008). Bonding social capital can have the effect of
reinforcing differences with other groups in society, lobbying for exclusive rights, and
encouraging discrimination. In a similar vein, social media can readily bring together

dissatisfied individuals and provide them with a cause — such as terrorism.

It has also been shown that trust is higher in more equal societies and therefore an

increase in inequality will reduce social capital (Wilkinson & Pickett, 2009).

Measuring social capital: Social capital is usually measured by surveys that assess the
level of trust in a society. Structural social capital can be estimated by membership of

voluntary organisations (Kroll, 2008; Putnam, 2000).

2.3.5.2 Human capital
Definition: “Human capital is defined by the OECD as the knowledge, skills,

competencies, experiences and attributes embodied in individuals that facilitate the
creation of personal, social and economic well-being” (Keeley, 2009, p. 29). It is a
measure of how well people can make use of available assets (D. Coyle, 2014). The
human capital ‘stock’ incorporates the combined population’s knowledge, skills,
physical ability, experience, motivation, intelligence, health, productivity, support for
the organisation/institution, loyalty, and the ability to lead, manage, and work
together. It encompasses the human dimensions that contribute to well-being, such as
happiness, as well as attributes that allow individuals to function as part of a complex
society. The carrier of human capital is the individual (Gleeson-White, 2014). Human
capital theory is well established in the economics discipline and goes back at least as
far as Adam Smith, who recognised the contribution that skills and labour make to

economic growth.
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There is resistance to human capital as a concept. It is argued that people and their
culture are more than just capital inputs into a system, and their value much greater
than a means of promoting economic growth, which the use of the term ‘capital’

implies.

How human capital increases: The growth in human capital has been rapid since the
1750s and the start of the industrial revolution. Development of language and learning
has allowed us to accumulate knowledge to advance societal goals. While it has long
been known that people are an important part of the wealth of nations, the extent of
this is now better understood. The ‘Inclusive Wealth’ report estimates that human
capital accounts for approximately 54% of world wealth (UNU-IHDP and UNEP, 2014).
Stiglitz et al., (2009) quote studies that estimate the monetary value of human capital
stocks account for more than 80% of wealth. Intangibles like knowledge and
information are estimated to account for four-fifths of the value of companies in the
US, with physical assets accounting for only the remaining one-fifth (Keeley, 2009).
Jones (2015) attributes the growth in human capital, measured in aggregate output
per worker, to improved use of talent that has been brought about through reduced
discrimination. An increase in the pool of ability accelerates the discovery of new
ideas. Human capital, measured by the number of patents registered, indicates that
since 1985 in the USA (and also globally but to a lesser extent) there has been a rapid
increase in human capital (Jones, 2015). These data could, however, equally reflect a

trend to patent new ideas for private gain.

The increasing value put on human abilities, knowledge and skills leads to assertions
that population growth is not an issue in terms of the Earth’s carrying capacity. The
more people there are, the larger the pool of intellect available to create new
technologies to allow the Earth to sustain humanity (J. Simon, 1996). Human capital, it
is assumed, will continue to increase if investment in health, education and skills (by

the individual, family, organisation or society, or a combination of all of these) is made.

Good health is an important component of human capital, as this provides the ability
to earn more over a lifetime and improves the capacity to learn. Advances in medical
science and less physical work have extended longevity in most countries in the world

and thereby increased human capital.
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How human capital declines: Human capital can be diminished as a result of
unemployment, poor health, war, famine, living or working in a polluted environment,
and lack of educational opportunities. To maintain human capital over a lifetime,
improvements in health care, skill development, and education need to be on-going so
people can adapt as economies change. Non-use diminishes human capital. Replacing
human-based skills and employment opportunities with technology will decrease

human capital unless worthwhile alternatives are provided.

Measuring human capital: The main ways to measure human capital are education
levels and health (often measured using life expectancy). Others methods include
labour turnover, occupational health and safety, diversity, equal opportunity, patents,
copyrights, skills, protocols, and knowledge and ideas (Gleeson-White, 2014). Net
changes in human-health capital (the physical and mental health that form the basis
on which we receive and enjoy the services yielded by physical wealth) are another
way of measuring human capital stock and can be estimated through factors such as

higher productivity of labour.

2.3.5.3 Built capital (also referred to as man-made capital)

Definition: “Built capital includes traditional infrastructure — housing, roads, electric
grids, goods & services traded in markets, and all other elements built by humans, that
comprise communities” (The Encylopedia of Earth, 2008, p. 1). It also covers
manufactured physical objects (as distinct from natural physical objects) that have
been produced for consumption or further production, for example, manufacturing
plants, machinery, equipment, and infrastructure such as ports, bridges, and waste-

treatment plants.

As built capital is generally estimated using GDP, financial capital is often treated as
part of built capital. Financial capital (money or its substitutes) is the funds available
for use in the production of goods or the provision of services obtained through debt,
profits, investment, equity or grants. Alternatively, it can be a separate capital

(Gleeson-White, 2014) or a component of social capital as in Figure 2-3.

How built capital increases: Man-made goods and services are produced by using

labour and energy to convert natural capital capital into products that are then
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predominantly sold in the marketplace. Wastes generated in the process are returned
to nature. If assimilation capacity is exceeded this causes pollution and degradation.
Technology has increased the rate at which humans convert natural capital to goods
and services. This has sped up biogeochemical cycles, accelerating unwanted build-ups
(N. J. Smith, McDonald, & Patterson, 2014). Growth of built capital has caused pressure
on ecosystems, greenhouse gas accumulation in the atmosphere, rapid climate
change, loss of biodiversity, food security issues, and degraded the quality and
guantity of freshwater supplies (Costanza, Cumberland, et al.,, 1997; Costanza et al.,

2015; Costanza, d'Arge, et al.; IPCC, 2013; Robeért, 2000).

How built capital declines: Built capital wears out and depreciates over time.
Technology (for example, computers) can be outdated in a matter of years; whereas,
infrastructure like water reticulation can last for over 100 years. A more rapid
destruction of built capital can also occur through earthquakes, floods, and other types

of natural disasters. Civil unrest and war also decimate built capital.

Measuring built capital: “Built capital is commonly measured in two ways: as a stock
(sum total of physical assets), or as a flow of assets produced and consumed over a
given time period (typically measured as GDP)” (The Encylopedia of Earth, 2008, p. 1).
There is debate in the literature as to whether stocks are simply slow moving flows
over longer time periods. This makes the use of a financial year to define a stock
arguably meaningless, and brings to light the fundamental theoretical problems
associated with stock/flow measurement. The interpretation of how these stocks and

flows are measured is most important in understanding sustainability and well-being.

2.3.5.4 Natural capital

Definition: “Natural Capital consists of the goods and services provided by nature that
contribute to the well-being of humans and every other species on the planet. Natural
capital includes the land, water, atmosphere, and the many natural resources they
contain, including ecological systems with living (biotic) and non-living (abiotic)
components. Natural capital provides the energy, raw materials, and waste absorption
or filtering services that are critical to the modern economy and human life on Earth”
(The Encylopedia of Earth, 2007, p. 1). Natural capital can broadly be divided into

renewable and non-renewable sectors. The flow of natural resources and services from
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natural capital sustains human well-being and is the basis of the past, current, and
future prosperity of society. The goods and services provided free by nature, through
ecosystems, are the source of the provisioning, regulating, cultural and supporting

services that sustain both human life and every species on the planet.

How natural capital is sustained: The quantity of natural capital available is fixed, so
while the ‘basket’ of outputs can change and adapt with time, it will not increase.
“With its huge annual turnover of many hundreds of billions of metric tonnes of
material, the biosphere nevertheless posts nil growth in terms of biomass, and with
that it has got by for aeons” (Vester, 2007, p. 111). Measured in human time spans,
natural capital has a fundamentally permanent source of energy — the sun. This energy
allows natural capital to sustain itself for on-going use. The ‘renewable’ part of natural
capital is made up of the living species and self-organizing ecological systems that,
through their functioning, yield an on-going flow of ecological goods and services. The
rate of renewal is influenced by the condition of the natural capital stocks and
management practices (with for instance crops and forest plantations). Replenishable
natural capital (e.g., the atmosphere, potable water, fertile soils) consists of stocks that
are continually recycled through their interaction with living resources over long
periods, for example, the interaction between surface mineral components and living
organisms that produces fertile soil (Aronson, Milton, & Blignaut, 2007). To prevent
decline in ecosystem services provided by nature requires: (1) resource use be limited
to rates that ultimately result in levels of waste that can be absorbed by the
ecosystem; (2) renewable resources be exploited at rates that do not exceed the ability
of the ecosystem to regenerate the resources; and (3) non-renewable resources not be
depleted at rates that exceed the rate of development of renewable substitutes (H.

Daly, 2005).

How natural capital declines in usefulness:29 Consumption causes natural capital stocks
to decline in quality and usefulness. The one-way flow of throughput in the economy
depletes environmental sources and increases wastes moving from low-entropy

sources to high-entropy sinks following the Second Law of Thermodynamics

» The material stock that makes up nature does not diminish as matter and energy are
constant according to the First Law of Thermodynamics. It is the usefulness of the capital that
declines in terms of human time frames.
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(Georgescu-Roegen, 1971). Non-renewable natural capital (e.g., petroleum, coal,
diamonds) once extracted and used is not replaced by nature in a timeframe to which
humans can relate. The extraction and utilisation of non-renewable natural capital
impacts on the functioning of ecosystems and the services they provide. As most
ecosystem services do not have human-made (built) substitutes, and ecological

thresholds are uncertain, there is risk of decline beyond repair (Costanza et al., 1997).

Measuring natural capital: Natural capital stocks are large and highly interconnected,
which makes measurement difficult. Instead, the flows that reduce or increase natural
capital stocks are measured (Bleys, 2008). The Cambridge controversy (discussed in
section 2.3.5) highlights the issues that arise when attempting to measure natural

capital.

There is no institutionalised method to measure the stock of natural capital. It is,
however, known that ‘strong sustainability’** is not achieved by most countries as
biochemical cycles are appropriated at a greater rate than the biosphere’s
regenerative capacity (N. J. Smith et al., 2014). For example, CO, emissions are greater
than sequestration rates, non-renewable depletion exceeds replacement by
renewables, and pollution levels are higher than assimilation capacity (H. Daly, 1996;

Ekins et al., 2003; Neumayer, 2007).

Methods that have been proposed for measuring natural capital include defining
strong sustainability as not breaching physical thresholds set for specific natural
resources (Barbier & Markandya, 2013). To maintain a safe operating space on Earth,
Rockstrom et al., (2009) identify nine critical processes that need to be measured and
checked. Crossing a ‘threshold’ for any of these processes is likely to result in
‘unacceptable environmental change’ — which has already happened for climate

change, biodiversity loss, and the global nitrogen cycle.

Natural capital stocks need to be maintained as, according to Lawn (2013), Daly and

Cobb (1989) and Costanza et al., (1997) while services may have substitutes (e.g. flood

% As defined by Neumayer in Table 2-3 this refers to maintaining the value of each separate
capital. Weak sustainability only requires the sum of total capital to be maintained; it allows
infinite substitution of capital as long as human welfare does not diminish (Beckerman, 1994).

68



protection can be provided by river levees rather than wetlands) there is no practical
substitute for the capital that yields these services. For example, a house may provide
equivalent psychic income (shelter and comfort) to the goods previously produced
from the agricultural land on which it is built, but it cannot in the long-term provide a
source of renewable ecosystem services such as food, carbon storage, water filtration,
aquifer replenishment, etc. Therefore, when calculating a country’s total well-being,

methods are needed to account for the long-term loss of natural capital services.

2.3.5.5 Dependencies between capitals
Figure 2-4 below depicts how capitals are interlinked and depend on each other. The
numbered link descriptions explain the connections. There are also feedback loops

within the capitals themselves (i-iv).
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Figure 2-4: Links between the four capitals.

a)  Description of the links:
1. Natural capital provides human capital with the life-support necessities for

good mental and physical health (clear air, water, food), pleasure (recreation,
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aesthetics) (Costanza et al., 1997), and ways to inspire innovation (biomimicry)
and learning (Harman, 2013). Nature can also destroy human capital, for
example, earthquakes, floods, droughts or when assimilation capacity is
exceeded and biogeochemical cycles get out of sync.

Human capital (knowledge, health, labour, skills) fosters social capital and
provides the means to co-exist and collaborate in government, business and
society. Human capital provides information, data and skills for decision-
making. It also boosts social benefits such as greater community involvement,
better public health, and reduced crime (Keeley, 2009). Human capital through
education generates new innovations, which, in turn, bring about social
change. Human capital can also destroy social capital by waging war and
engaging in corruption.

Social capital (norms, beliefs, values, culture, regulations, laws, networks,
organisations, contracts) increases the efficiency and effectiveness of
allocation of built capital. Productivity and creativity is increased when people
expand social ties rather than work in isolation (Florida, 2008). Accepted and
honoured norms for interaction increase economic efficiency, such as
handshakes to seal deals, rather than requiring time-consuming, expensive
legal contracts. Folke et al., (2005) claim social capital increases the flexibility
of management and is the glue for adaptive capacity and collaboration. How
effectively people organise collectively through political and other institutions
impacts economic growth. Coyle (2014) gives the example of English colonies
that inherited the English legal framework, growing faster and having higher
incomes than those using the French legal framework.

Natural capital is the source of the raw materials that are transformed through
energy inputs into built capital. This transformation changes nature into a form
that is suited for human consumption and gives nature economic value.
Economic activity is reliant on natural capital for the ongoing throughput of the
matter and energy required for the production and maintenance of built
capital.

Built capital generates unwanted residuals (wastes, pollutants, emissions) that

are returned to natural capital to assimilate. Exceeding the rate at which
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10.

nature can assimilate waste degrades natural capital and reduces its capacity
to provide ecosystem services. For example, a build-up of pollution or toxicity
has an impact on the ability to produce food.

Built capital provides the infrastructure to boost social capital through
connectivity (roads, physical networks, electricity grids, airwaves, internet,
computing). Social capital is reliant on built capital to provide the support
systems to network and interact for social, business and civil purposes.

Social capital provides social networks for knowledge (educational, scientific,
medical, belief systems, values) to spread and increase human capital. In both
rich and poor societies how, and on what terms, we associate with each other
have significant implications (Woolcock, 2001). Social capital furthers the
building of knowledge and the passing on of learning in a society. Community
and social structure play significant roles in human health and have been
described by Buettner (2009) as being as important as diet and lifestyle for
achieving longevity.

Social capital (regulations, governance, norms, rules, political organisation) can
limit natural capital exploitation and pollution if this is democratically
mandated by society. The same social structures can sanction the exploitation
and demise of natural capital — either democratically or undemocratically.

Built capital in the form of buildings, machinery, and technology contributes to
human capital by increasing the value of knowledge and providing access to a
broad range of information. Growth in human capital is strongly linked to built
capital as it provides the infrastructure on which human capital depends (i.e.
hospitals for health care, houses for shelter, schools and universities for
education).

Human capital allows the exchange of knowledge and ideas while also
providing the labour to increase built capital. Human capital, through
education, generates new innovations, which in turn bring about economic
change. The quality of human capital impacts on economic growth. Whether
improved education stimulates economic growth or vice versa is debated and it
is generally accepted causality operates in both directions (OECD, 2005).

Education provides a skilled workforce capable of carrying out complex tasks,

71



innovating, and generating higher wages (Jones, 2015). The existence of such
jobs (in the human and social environment) encourages people to stay in
education for longer. Better-educated people enjoy higher incomes and
therefore consumption levels, which in turn stimulate GDP growth. Regardless
of which is the initial catalyst, the outcome is that wealthier countries have
more to spend on education, which increases productivity, fuels growth, and

generates a positive reinforcing feedback loop (Keeley, 2009).

There is no direct link from human capital to natural capital, as it is assumed any

interaction is via built capital (e.g. technology) or social capital (e.g. institutions). Nor is

there a link between natural capital and social capital. While natural capital may once

have had an influence on how society was geographically organised, modern transport

systems diminish such effects.

b)

Feedback loops within the capitals

There are also feedback loops within the capitals. These can be positive and increase a

capital or negative and result in a decrease. Examples are:

Human capital to human capital: Education allows people to learn how to
improve their health. Better health provides the capability to learn and
increase skills. Human capital, as in scientific knowledge, grows through use
(Costanza et al., 2007). Population growth makes it more likely that discoveries
will be made as there are more people searching for new ideas. Ideas arise
through research and by chance (Jones, 2015).

Social capital to social capital: Good governance and institutional functioning
enhances trust, which allows further advances in governance and institutions.
Social capital also grows through use, e.g. better social networks (Costanza et
al., 2007).

Built capital to built capital: Built capital materials can be recycled and used for
different purposes, though not indefinitely, in keeping with the Second Law of
thermodynamics (Georgescu-Roegen, 1971).

Natural capital to natural capital: Biogeochemical cycles and ecosystem
services recycle materials into the environment if assimilation capacity is not

exceeded.
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2.4 OVERALL GOAL: SUSTAINABLE WELL-BEING

This section draws together the discussion presented so far to explain how sustainable
well-being is positioned in this dissertation. This is important, as the principal research
qguestion is: “Does understanding the relationships between indicators add value and
progress sustainable well-being?” Table 2-3 summarises the sustainable well-being

principles discussed in Chapter 2. The bolded and highlighted principles are considered

more closely in the next chapter.

Table 2-3: Sustainable well-being principles discussed in Chapter 2

Characteristic

Principle

There is no such thing as a single list of what well-being
incorporates. Both material (e.g. housing, clothing food) and
non-material factors (e.g. affection, clean air to breath, ability
to participate) contribute to well-being.

Well-being is
multidimensional.

Achieving well-being requires access to sufficient resources to
satisfy basic human needs (food, shelter, education,
freedom).

Some well-being factors can
be measured objectively.

Achieving well-being requires personal satisfaction with the
outcomes of opportunities provided.

There are sources of well-
being that can only be
measured subjectively.

Well-being requires all desired attributes be met. An over-
fulfilment in one area cannot compensate for a loss
elsewhere (e.g. more food cannot make up for poor air

quality).

Weak well-being is an
additive measure. Strong
well-being satisfies all
individual well-being
requirements.

There is a private/public component to well-being.

Satisfying objective and
subjective well-being is the
responsibility of both the
individual and
community/state.

Sustainable well-being is forward looking, aimed at ensuring
access to similar (not necessarily the same) resources and
opportunities in the future for both present and future
generations.

Requires future orientation
and planning ahead.

Concern with how current lifestyles impact future lifestyles.
Both the positive and negative actions of past generation as
well as our current actions impact on our well-being and the
well-being of future generations and the other species
dependent on humans for their existence.

Humans can
control/influence sustainable
well-being by their day-to-
day behaviour.

Well-being is impacted by how the four capitals are
maintained. The demands our current lifestyles put on the
four capitals determines how well they are maintained to
provide for the future.

Four capitals need to be
tracked. Sustained well-being
given current knowledge is
best achieved by maintaining
or growing (through new
investment) the four capitals
so they continue to produce
dividends.
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Requires resilience and adaptive capacity. Recognises
uncertainty and change. Need to improve understanding of
interconnections and complexity. Needs to be astute enough
not to destroy the on-going system on which we depend.

There are links between the
different well-being
components. As such, they
are characterised by many
parts with relationships and
interdependencies between
them.

Societal well-being involves value judgements as to what is a
fair and equitable distribution of the benefits and costs
(including risks) both intra and inter-generations.

Sustainable well-being has
an equity aspect.

As it is not possible to maximise a function with more than
one variable (Daly, 2003), it is not possible to maximise all
well-being components simultaneously.

Sustainable well-being is a
system. There will be flux in
the well-being system, and
progress in sustainable well-
being is best achieved by
providing flexibility within
established thresholds.

The establishment of thresholds is problematic because
knowledge of appropriate thresholds within which we must
live is limited. We do not know what uses particular ecological
goods and services may provide in the future when combined
with additions to current social, built, and human capital
assets.

When establishing
thresholds, account must be
taken of: (1) Humility
principle that recognises the
limitations of human
knowledge; (2) Precautionary
principle that advocates
caution when in doubt; (3)
Reversibility principle that
requires us not to make
irreversible changes
(Viedermans, 1995).

To stay within an ecological sustainable scale, economic
activity must be kept within the capacity of natural capital to
renew itself and absorb wastes.

The emphasis must be on
developmental change rather
than on biophysical growth.
The way subjective well-
being needs are met needs to
change.

Bolded principles are those the research in this dissertation follows up.

2.5 SUMMARY

This chapter first discussed the various definitions and conceptualisations of well-being

and the distinction between individual and societal well-being. Well-being was shown

to be multi-dimensional, combining physical, social, and psychological needs. Both

subjective and objective measures/indicators are required to assess the degree to

which we are progressing in terms of well-being. A framework for well-being as a

system was then provided and the different components of the framework described.

The discussion covered subjective well-being and how it is assessed; the various ways

basic human needs are defined and can be determined; how sustainable development
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connects to, and is different from, sustainable well-being; and the four capital assets
that need to be maintained. It was advanced that achieving sustainable well-being
depends on an integrative system of natural, social, human, and built capitals, all
working together to build long-term resilience. Due to the importance of their role in
achieving sustainable well-being, each capital was discussed in detail. For each capital
a definition was provided, what causes an increase or decrease described, the links to

others capitals discussed, and ways to measure the capital stock considered.

As sustainable well-being is a key concern of this dissertation, the final section

summaries the principles identified and what is meant by ‘sustainable well-being’.

The next chapter appraises well-being measures. It first discusses GDP as a proxy for
measuring societal well-being. This is followed by a review of a subset of the many
different well-being measures that have been developed in response to the recognised
inadequacy of using GDP as a measure of societal well-being. As this dissertation views
well-being as a system, the alternative measures are evaluated according to the
following criteria: (1) whether they are a strong or weak well-being measure; (2)
whether they cover all four capitals; (3) whether they are forward or retrospective in

orientation; and (4) whether indicators are interlinked.
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3 MEASURES TO ASSESS SUSTAINABLE WELL-
BEING

This chapter reviews “what measures are used to assess progress in well-being?”, and
how adequately they meet the principles for well-being described in Chapter 2. First,
an introduction to Gross Domestic Product (GDP) is provided, as GDP is a widely used
proxy for well-being. This is followed with the argument for why this is not prudent.
Then, some of the major international initiatives underway to move beyond GDP and

promote well-being measures more suited to the 21°*' century are noted.

The next section provides a précis of some of the alternative well-being measures that
have been proposed to complement or replace GDP. Each of these measures is
assessed for how adequately it provides a sound measure of sustainable well-being
based on the discussion in Chapter 2. A critique of the alternative measures and why

there has been limited uptake of ‘Beyond GDP’ measures concludes this chapter.

The rationale for investigating different well-being measures and their characteristics

is the case studies in this dissertation all pertain to well-being measures.

3.1 INADEQUACY OF GDP TO MEASURE PROGRESS IN SUSTAINABLE
WELL-BEING

GDP is the measure most universally used to gauge well-being. Government policy is

dominated by GDP (Barbier & Markandya, 2013; D. Coyle, 2014; Dasgupta, 2001;

Gleeson-White, 2014; UNU-IHDP and UNEP, 2014) and, as such, growth in GDP is the

driver for many policy objectives.31 By definition, GDP is the monetary measure of the

goods and services produced annually by domestically located factors of production in

an economy (Lawn, 2006; Stiglitz et al., 2009; United Nations, 1993). It is an abstract

! Governments also have other policy objectives, such as stable prices, a healthy trade
balance, low unemployment, and for some but not all, a fair distribution of income; however,
growth in GDP is generally the foremost goal.
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statistic, able to increase indefinitely, and constructed to measure output in a way that

is increasingly more convoluted, complex, and expensive (D. Coyle, 2014).

The current method used to calculate GDP is an artefact of the Great Depression of the
1930s and World War Il (1939-1945). Both these events highlighted the lack of
statistical data to help governments manage an economy. The first calculation of
national income was by Simon Kuznets in 1937 for the economy of the USA. Kuznets
estimated the value of goods and services produced by the economy and then
subtracted expenditure such as armaments, advertising, and speculation that did not
contribute to individual economic welfare. Kuznets believed economic growth should
increase economic welfare so such negative adjustments were needed (Kuznets,

1962).

As US politicians were focused on the production of goods for the war, the
government of the time was more interested in total output, and opted for measuring
total economic activity. After the war, interventionist government policy required
increased national income data. Keynes’ “General Theory” (1946), which focused on
demand management and the relationships between consumption, employment,
interest rates, and government spending, dominated post-war thinking and economic
policy. GDP was identified as important to direct fiscal policy, and for the last 70 years
has provided governments with a useful indicator to measure economic activity (D.

Coyle, 2014; Galbraith, 1987, 1999; Nasar, 2011; Sandelin et al., 2008).

While GDP was never intended to be used for any purpose other than economic
management (D. Coyle, 2014; Kuznets, 1962), it has become a widely accepted
benchmark for the overall progress of a society and an institutionalised measure of
welfare. This is because GDP is highly correlated with factors that impact on well-being
such as employment, taxes that fund health and education, and stable democracies.
Another potency of GDP, according to Coyle (2014), is it is “an important measure of
the freedom and human capability created by capitalist market economy. GDP

indicates, although imperfectly, innovation and human possibility” (pp. 5-6).

As a statistical measure, GDP has extensive institutional support from the System of

National Accounts (United Nations, 1993) and government statistics agencies (for
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example, Statistics New Zealand). The use of GDP is further reinforced because it is
considered to have rigour, is reasonable for showing economic growth, and is highly
recognised, and comparable across countries and time (D. Coyle, 2014; Parris & Kates,
2003; United Nations, 1993). It can be argued that despite GDP’s acknowledged short-
comings, alternatives are less proficient, and any overhaul would be so major it would

be too difficult to implement.

While GDP does not claim to measure welfare or well-being, it is commonly used for
this purpose. The short-comings of using GDP to measure the well-being of a nation
are extensively documented (see Anielski et al., 2001; Barbier & Markandya, 2013;
Boyle & Simms, 2009; Cobb, Halstead, & Rowe, 1995; Costanza et al., 2014; H. Daly,
1996, 2005; H. Daly & Cobb, 1994; L. Daly & Posner, 2011; Dasgupta, 2001; Diener,
1995; Forgie, 2007; Forgie & McDonald, 2013; Fricker, 1998; Galbraith, 1999; Kennedy,
1968; Kubiszewski et al., 2013; Kuznets, 1962; Lawn, 2003, 2006; Pearce et al., 1989;
Ragnarsdottir et al., 2014; Stiglitz et al., 2009; The European Commission, European
Parliament, Club of Rome, OECD, & WWF, 2007; van den Bergh, 2009). The following
discussion briefly presents some of the key arguments for why GDP is considered a

poor gauge of well-being.

First, a well-being accounting framework, as discussed in Chapter 2, needs to measure
change in a region’s/nation’s capital assets. The System of National Accounts (United
Nations, 1993), which sets out the process for calculating GDP, measures the economy
in terms of flows (income and expenditure) over a given period of time. The asset base
(or stocks) from which the flows derive is not taken into account. With little incentive
to maintain the asset base, for example by taking into account depreciation as is done
with man-made goods in financial accounting, GDP as a measure encourages use
without maintenance (Gleeson-White, 2014). GDP is actually the antithesis of a
sustainable well-being measure when it comes to natural capital. The faster the rate at
which resources are consumed and the environment polluted, the faster the growth in
GDP in the short-to-medium term (Bossel, 1998; Coleman, 1998; H. Daly & Cobb, 1994;
UNU-IHDP and UNEP, 2014). This would not be shown as positive in a sustainable well-
being measure. GDP weights in favour of current consumption rather than providing

for future generations, discounting longer-term negative impacts (McDonald, 2006).
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Second, well-being is a multi-dimensional concept of which income (the value-added
component measured by GDP) is only one part. It has long been recognised that the
ability and freedom of individuals to live a life they have reason to value is just as
important as the bundle of goods and services they consume (Capra, 2005; Easterlin,
2003; Easterlin & Angelescu, 2009; Sen, 2008). Focus on income means the many
goods and services essential for human survival that are not exchanged in the
marketplace, for example clean air, clean water, and climate stability, are excluded
from policy directives. There is also an increasing range of products that contribute to
human well-being that are not included in GDP the way it is currently calculated, for
example, many recent digital initiatives and social technologies (D. Coyle, 2014). An
assessment of the ‘wealth’ base of different countries estimates that produced wealth
(goods) accounts for as little as 18% of total wealth (UNU-IHDP and UNEP, 2014).
Therefore, reliance on GDP as a well-being measure means decisions are made based

on a very limited part of the total picture.

Not treating natural and human resources as assets subject to depletion and
depreciation sends misleading signals to policy makers. However, as pointed out by
Gleeson-White (2014), in a globalised world with little common moral ground and no
agreement on what values are worth caring about and protecting, abdicating

responsibility to the financial system and market is a convenient option.

Third, there is an increased risk that GDP growth does not contribute positively to
societal well-being (H. Daly, 1996, 2005; Stone, 2010). A number of alternative
developed well-being measures indicate it is possible to have uneconomic growth —
where the direct benefits of economic growth (goods) are outweighed by the negative
consequences (bads) of that growth‘:’2 (Costanza, Hart, et al.,, 2012; Costanza et al.,
2014; H. Daly, 1996, 2003; Max-Neef, 1995; Talberth, Cobb, & Slattery, 2007). As ‘bads’
are an inevitable by-product of producing ‘goods’, how they are accounted for is
critical. If the accounting system registers the generation of ‘bads’ or ‘anti-bads’ as
positive contributions, as is done with GDP, there is no way to determine whether a

cross-over to uneconomic growth has occurred (H. Daly, 2005, 2010). For example,

32 ‘Goods’ are products that contribute to well-being and utility. ‘Bads’ are the unwanted side-
effects of growth, such as pollution, that have disutility and require sacrifices greater than the
worth of the good produced (see H. Daly, 2005).
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defensive expenditures33 that cover items such as spending to clean up pollution,
maintaining security in the face of increased crime, research and drugs to treat cancer
as a result of increased use of chemicals, etc., are all treated as positives in GDP

accounting.

Fourth, reporting with conventional economic measures, such as flow-based GDP,
operates at the margin and provides no warning of impending disaster such as
depletion of fish stocks, irreversible climate change, loss of ecosystem services such as

pollination services, or loss of community cohesion.

Fifth, a monetary measure disregards material flows. As Daly (2013) points out, the
real value unit of GDP is not money but the unit measure for the transformation of
natural resources and the generation wastes associated with this conversion. Using
income growth as a policy directive when producing income depletes the resource
base that present and future generations will need to support themselves is flawed
logic. A yard-stick that does not distinguish between economic growth that adds to
well-being, and economic growth that harms well-being, makes moving to a low
throughput economy difficult. When GDP is used as a measure, there is no incentive
for qualitative change in economic activity, careful resource use, or the production of

quality consumer durables.

Sixth, as discussed in Chapter 2, social and environmental factors contribute to long-
term well-being. There are many examples of positive situations that increase the
welfare of a nation but are not accounted for by GDP. These include but are not
limited to: stay-at-home mothers who care for their children; voluntary community
work that provides social cohesion; the stability of government; and worklife balance —
all important aspects of a nation’s well-being. In fact, as described by Robert Kennedy
(1968), GDP measures everything but the things that make life worthwhile. Examples
of social and environmental impacts that are negatives, but are treated as positives

that increase GDP, include: output from heavy industry that reduces air quality and

3 “The term ‘defensive expenditures’ is understood to mean outlays with which the attempt is
made to eliminate, mitigate, neutralise, or anticipate and avoid damages and deterioration
that the economic process of industrial societies has caused to living, working, and
environmental conditions” (Leipert, 1989, p. 844).
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impacts on the health of citizens; a road accident, due to the greater activity of health
and emergency services and the vehicle repairs required; marriage breakdown as two
households need to be supported instead of one; likewise buying bottled water

because the public water supply is not of sufficiently high quality to drink.

Many other issues of concern arise when GDP is used as a measure of well-being. A
major one is GDP equates well-being with consumption. Others concerns include the
fact that growth in GDP does not report on whether or not the benefits accrue to a
small or large number of individuals, as GDP per capita does not reflect wealth
distribution. As a well-being measure, GDP does not account for factors such as how
chasing a consumption-based lifestyle can make people poorer in terms of time, health
and social/community relationships. When GDP is used as a well-being measure it
privileges the world of the market without taking into account the real costs of

producing the goods and services that are bought and sold in the market place.

The above factors discredit GDP as a well-being measure. More recently, use of GDP as
an economic objective has also been questioned. GDP has serious short-comings as a
measure of production with the way it accounts for technological innovation,
customization, change in the quality of goods, and accurately valuing publicly provided
goods and services (D. Coyle, 2014; Stiglitz et al.,, 2009). Changes to accounting for
financial risk in the System of National Accounts (1993) have even been identified as
contributing factors to the 2008 global financial crisis (D. Coyle, 2014; Gleeson-White,
2014). Coyle (2014) argues that GDP is best suited to an earlier era when the economy
was based on standardised physical goods. It is not a good tool for today’s complex
economy that is a product of global supply chains, an increasing number of intangible
goods, rapid innovation, digital services, and major sustainability issues. Instead new
well-being measures are needed to promote government policies that extend beyond
production and consumption (Barbier & Markandya, 2013) and take into account that
we now operate in a ‘full world” where population is growing, resources are depleting,
and wastes are accumulating. There is an increasing sense of urgency for new
government directives that embrace a broader set of policy objectives than standard

GDP, welfare-economics and cost benefit analysis (Costanza, Hart, et al., 2012;
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Costanza et al., 2014; H. Daly, 2010; Ragnarsdottir et al., 2014; N. Stern, 2006; Stiglitz
et al., 2009).

However, the challenge is that alternative well-being measures lack universal
acceptance and the ability to influence policy (Parris & Kates, 2003; Stiglitz et al.,
2009). As a consequence, reliance on GDP as a proxy for well-being continues. When

used for this purpose GDP is always interpreted on the basis of ‘the bigger the better’.

3.1.1 International Initiatives to move beyond GDP

Recognition of the need for complements to GDP to help direct government policy to
benefit the long-term interest of a nation’s citizens has gained some traction, though
this is not universal and remains easily side-tracked.?* As far back as 1973 the OECD
stressed that "growth is not an end in itself, but rather an instrument for creating
better conditions of life" and that "increased attention must be given to the qualitative
aspects of growth, and to the formulation of policies with respect to the broad
economic and social choices involved in the allocation of growing resources" (OECD,

1973, p. 3). Recent major initiatives that have received international attention include:

1. The ‘Commission on the Measurement of Economic Performance and Social
Progress’” sponsored by the French government to look into the
appropriateness of current economic measures for long-term decision-making
(Stiglitz et al., 2009).

2. The ‘Beyond GDP’ project led by the European Commission to investigate and
report on the types of measures needed in the 21* century (European
Commission, 2009).

3. The Organization of Economic Cooperation and Development’s active
involvement in ways to measure progress in societies (OECD, 2013a, 2014).

4. The United Kingdom Office for National Statistics produced the country’s first
set of indicators to help people understand and monitor well-being in 2014

(Office for National Statistics, 2014).

3 Progress on developing alternative measures was jettisoned by the 2008 financial crisis,
where effort was diverted into propping up GDP. Wilson & Tyedmers (2013) discuss this issue
from a Canadian viewpoint.
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5. ‘The Future We Want’ from the Rio+20 summit (United Nations, 2012). This
document sets out the need for indicators to capture the independencies
between goals, and not consider economic, social and environmental goals as
separate. It calls for indicators to provide information pillars to trade-offs and
synergies in an interrelated and holistic manner (UNU-IHDP and UNEP, 2014).

6. ‘Transforming our world: the 2030 Agenda for Sustainable Development’
(United Nations, 2015) puts eradicating poverty and improving the health of
the planet as priorities for the next 15 years. To achieve these, 17 Sustainable
Development Goals and 169 targets have been set. The goals are considered to
be integrated and indivisible as well as balancing social, economic, and
environmental objectives. Understanding the linkages and integrated nature of
the goals and targets is considered critical to their achievement. The
declaration makes a commitment to the development of broader measures of

progress that complement GDP.

As what is measured becomes what is prioritised in policy, finding acceptable well-
being metrics is critical. The dominance of GDP accounting methods orients
government policy towards consumption and the production of goods and services, as
opposed to broader well-being goals. As pointed out by Stiglitz et al., (2009, p. 47),
“What we measure affects what we do; and if our measurements are flawed, our
decisions may be distorted”. Kenneth Galbraith said the same thing, “if it isn’t counted,
it tends not to be noticed” (cited by Boyle & Simms, 2009, p. 41). Effort therefore
needs to go to making the unquantified aspects of well-being more visible so they are

taken into account.

3.2 ALTERNATIVE WELL-BEING MEASURES

It is generally accepted that well-being requires a different metric to measures of
production such as GDP. There are many different disciplinary perspectives on well-
being, including: Health (e.g. Steptoe, Deaton, & Stone, 2015); Sociology (e.g.
McLanahan & Adams, 1987); Philosophy (e.g. Griffin, Crisp, & Hooker, 2000); Religion
(e.g. Donahue & Benson, 1995); Economics (e.g. Dasgupta, 1995; Frey & Stutzer,
2002a); Psychology (e.g. Diener, 1984; Easterlin, 2003); Politics (e.g. Przeworski,

Alvarez, Cheibub, & Limongi, 2000), Ecosystems (e.g. Millennium Ecosystem
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Assessment, 2003). Each of these perspectives addresses the subject of well-being,
applying their own epistemology; however, it is not possible to cover them all in the

context of this dissertation.

While many alternative well-being measures have been advanced at the community,
national, and international level (Hall et al., 2010), no measure or conceptualisation
has gained general acceptance (McGillivray, 2007; Stiglitz et al., 2009). The selection of
alternative well-being measures briefly reviewed in this section is grouped into
monetary measures and non-monetary measures. The list of alternative well-being
measures reviewed here is not exhaustive. For a more comprehensive coverage refer

to Stiglitz et al., (2009).

3.2.1 Monetary measures
Well-being measures that are expressed in monetary units are popular because they

communicate in the language of economists and allow comparison with GDP.

3.2.1.1 Genuine Progress Indicator®®

The Genuine Progress Indicator is intended to better account for the positive and
negative impacts generated by economic activity (Cobb et al., 1995; Forgie &
McDonald, 2013; Kubiszewski et al., 2013; Lawn & Clarke, 2006; Talberth & Cobb,
2010). Foundation tenets of genuine progress incorporate the beliefs that well-being is
an entitlement of both the present and future generations, equitable distribution is
desirable, and pollution and resource exhaustion are economic liabilities (H. Daly &
Cobb, 1994). Genuine Progress Indicators are constructed by adjusting the personal
consumption component of GDP to reflect inequality in society. Following this, positive
adjustments are made for additions that enhance well-being, which can include
childcare, housework, volunteering, services delivered by public infrastructure, and, in
some cases, the services from household capital. Negative costs associated with
economic production are deducted, for example, the cost of pollution, loss of leisure
time, destruction of ecosystems, and the depletion of resources. In some measures

adjustments are made for the net change in the international debt of a country. The

%> The Index of Sustainable Economic Welfare (ISEW) developed by H. Daly & Cobb (1989) is a
similar measure. Much of the ground-breaking work was done by Redefining Progress based in
San Francisco.
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Genuine Progress Indicator attempts to ascertain the real level of well-being for the
accounting period. It does this by including current contributions to well-being that are
ignored, and incorporating deferred costs (such as resource depletion and long term
environmental damage) that impact on future well-being. The relationship between
GDP and the Genuine Progress Indicator is likened to that between a company’s gross
and net profit. If the financial cost of environmental degradation and social breakdown

is greater than the value of economic production genuine progress declines.

The USA states of Vermont (http://www.vtgpi.org/about.html) and Maryland
(http://www.dnr.maryland.gov/mdgpi/) have legislated the Genuine Progress Indicator
as an official reporting statistic. A Dynamic Genuine Progress Indicator (DGPI) was
developed for the State of Maryland to model future impacts of proposed policy and
investments on the economy, environment and society. This dynamic tool allowed
policymakers and citizens to simulate how investment and decision changes to one
indicator flowed on to impact other indicators. The model ran scenarios for green jobs,
smart growth, and clean energy. The webpage (http://www.dnr.maryland.
gov/mdgpi/model.asp accessed in 2011) with this model was no longer available as of

August 2015.

A DGPI Accounting Model was constructed as a research project for the Nelson
Tasman regions and Motueka Catchment of New Zealand (Cole & Patterson, 2013).
The DGPI calculates an annual figure to compare with GDP using a 28 sector Economic
Input-output model. Energy, ecosystem services and biophysical data are linked to

each sector. The socio-economic data included covers population and labour.

Genuine Progress Indicators have been constructed for more than 17 countries
(Kubiszewski et al., 2013). Recent legislative changes in the USA demonstrate a greater
acceptance of the Genuine Progress Indicators; however, there are serious issues with
practical use (D. Coyle, 2014; Neumayer, 2007; Stiglitz et al., 2009). These issues
include: use of inappropriate valuation methods; substitutability between capitals; the
limited and selected categories that are included; lack of ‘convention’ and data quality
(Dietz & Neumayer, 2006; Forgie, 2007; Kubiszewski et al., 2013); and the treatment of
inequality (Barbier & Markandya, 2013).
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3.2.1.2 Inclusive Wealth

This measure differs from others as it focuses on the asset base that determines well-
being, as opposed to the outcomes that reflect well-being (UNU-IHDP and UNEP,
2014). The inclusive wealth index is a stock rather than flow based measure. Human
capital, which is measured by the skills and education of the population, accounted for
54% of inclusive wealth in the UNU-IHDP and UNEP 2014 report, which analysed 140
countries between 1992 and 2010. Produced capital, which measures manufactured
capital such as roads, buildings, machines, and equipment, accounted for 18% of the
total. Natural capital, which includes sub-soil resources, ecosystems, and the
atmosphere, accounted for 28% of inclusive wealth. Social capital aspects, such as
knowledge, institutions, culture, and religion are treated as enabling assets that

support the other capitals (UNU-IHDP and UNEP, 2014) and are not included.

The monetary value put on inclusive wealth is calculated as the sum of the social (or
shadow) prices multiplied by physical quantities for each capital type. The three
capitals, summed and divided by population, determine the wealth of a country per
capita. For a country to be on a sustainable trajectory there needs to be growth in
inclusive wealth if the population is increasing. Data for 1992-2010 for the 140
countries identify population growth and natural capital depletion as the main causes
of loss of wealth. Inclusive wealth utilises scenario analysis to make connections across

the various capital stocks and quantify impacts on the different capital stocks.

The 2014 report (UNU-IHDP and UNEP, 2014) shows that for the period 1990-2010,
there was positive growth for 85 out of 140 countries and a small overall increase in
world wealth. A big increase in produced capital (a similar trend to GDP) and small

increase in human capital was offset by a large loss of natural capital.

A limitation of the reporting is the selectiveness of data. As an example, health, which
is a very significant component of human capital and the wealth of nations, is excluded

as it swamps the other aspects (UNU-IHDP and UNEP, 2014).

3.2.1.3 Adjusted Net Savings (or Genuine Savings)
The World Bank calculates and reports Adjusted Net Savings (ANS) (previously known

as Genuine Savings) as part of their World Development Indicators (The World Bank,
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2007). To ensure future actions and opportunities are not compromised by present
day behaviour, ANS requires the sum of wealth passed on in the form of capital to be

at least as great as that inherited.

ANS first estimates gross savings from investment in human-made physical capital. The
depreciation of fixed capital is then deducted and education expenditure (investment
in human capital) added. Estimates for the depletion of natural resources and pollution
damage (including on human health) are subtracted to give ANS. If ANS is greater than
zero (as measured in SUS), a country is supposedly investing for the future. However,
even if the value of ANS is positive, this is not a guarantee the economic welfare

currently enjoyed can be sustained in the long term (Lawn, 2006).

An ANS value of less than zero means a country is diminishing its total capital base.
Persistent negative results indicate a country is on an unsustainable path
(Schepelmann et al., 2010). By failing to compensate for the depletion of natural
capital and/or human capital the ANS has shown that some countries have become
poorer while at the same time increasing their GDP (Lawn, 2007; The European

Commission et al., 2007).

3.2.2 Non-monetary measures
Non-monetary well-being measures collect data in both monetary and non-monetary

units and overcome commensuration issues through indexing.

3.2.2.1 Human Development Index

The Human Development Index (HDI), developed in 1993 by the United Nations
Development Programme, is a socio-economic indicator used to report the
development of nations worldwide. The index covers health (measured by life
expectancy), knowledge (measured by adult literacy rates and education enrolment
ratios), and standard of living (measured by GDP per capita) (UNDP, 2007). Reports

also cover issues such as gender equity (UNDP, 2007).

The HDI composite measure does have limitations. It does not cover the environment,
and excludes many aspects of economic and social development, however despite this
it is a useful first proxy in the assessment of well-being and progress (Shmelev, 2011).

It is generally regarded as more relevant for developing than developed countries.
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3.2.2.2 Genuine Progress Index (GP Index)

The Genuine Progress Index (GP Index) calculates a composite index (or multiple
composite indices covering the economic, social, environmental and cultural aspects),
by aggregating indexed values for each indicator included (Coleman, 1998; Michalos et
al., 2011). This multi-dimensional measure aggregates data trends for activities with a
beneficial impact on well-being with the data trends for activities with a negative
impact. To enable a comparison, GDP is also indexed. Specific disadvantages of the GP
Index include: (1) subjectivity of the benchmark year selected; (2) outlier data points
impact on the index scores; and (3) replacing raw data with an index results in the loss

of important real information (Durling, 2011).

3.2.2.3 OECD Better Life Index

The focus of the Better Life Index is to measure progress in society based on the
aspects of life that are important to people and impact their quality of life. The OECD
framework has three distinct domains: material conditions, quality of life, and
sustainability. The 11 topics the Better Life Index uses to measure well-being and
progress are: Education (measured by years in education, educational attainment,
student skills); Jobs (measured by personal earnings, long-term unemployment rate,
employment rate, job security); Health (measured by life expectancy, self-reported
health); Income (measured by household net financial wealth, household net adjusted
disposable income); Safety (measured by assault rate, homicide rate); Community
(measured by quality of support network); Worklife balance (measured by employees
working very long hours, time devoted to leisure & personal care); Environment
(measured by air pollution, water quality); Life satisfaction (measured by happiness
surveys); Housing affordability (measured by dwellings without basic facilities, housing
expenditure, rooms per person); Civic engagement (measured by voter turnout,

consultation on rule-making).

The indicators combine both subjective and objective measures. The measures are
indexed, and each topic is reported separately. An interactive web-site allows people
to rank topics by importance to them (www.oecd.betterlife). No attempt is made to

understand the relationships between indicators.
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3.2.2.4 Happy Planet Index

The Happy Planet Index (HPI) combines both objective and subjective measures in an
index to show the ecological efficiency of supporting well-being (measured in good
health and positive life experience) in a given country. The index combines three
statistics: high life expectancy using data from the Human Development Index Report;
high life satisfaction using data from Gallup Polls and World Values Surveys; and low
ecological footprint with data from the Living Planet Report. Life satisfaction (scored
between 1 and 10) is multiplied by statistical life expectancy. The product is then
divided by the ecological footprint, which is an indicator for the land area needed to
sequester the greenhouse gas emissions generated by a country in the year. The result

is an HPI measure that can be compared with other countries.

A criticism of the HPI is that it does not consider the many social and economic criteria
likely to involve direct relationships between a political action and happiness, such as
education. The name of the index has also led to misunderstandings about what the

index measures (Schepelmann et al., 2010).

3.2.2.5 Gross National Happiness
Gross National Happiness (GNH), developed in Bhutan in the early 1970s, attempts to

guantify well-being in psychological terms. Rather than focusing on economic
indicators, the GNH measure values societal and individual happiness. Data come from
surveys of representative samples of the population carried out at the household level.
Respondents score 124 variables grouped into nine domains (psychological well-being,
time use, community vitality, cultural diversity, ecological resilience, living standard,

health, education, and good governance).

According to Barbier and Markandya (2013) this index provides useful information for
different groups within Bhutan society, and allows comparisons within the country for
given groups. Low education levels and limited access to information mean this
subjective well-being measure does not provide a comprehensive evaluation of
societal well-being. The large number of Bhutanese refugees being resettled in other

countries indicates GNH is not achieving the well-being goals to which it aspires.
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On the positive side, GNH has been used for economic and political decision-making
and has facilitated both social and environmental progress. Happiness is seen as a
collective responsibility and is an explicit criterion to be considered in development

projects and programmes.

3.2.2.6 Fondazione Eni Enrico Mattei (FEEM) Sustainability Index

FEEM is a not-for-profit Italian research institution that studies sustainable
development and global governance. Since 2009, FEEM has biennially released its
sustainability index (FEEM Sl) assessing worldwide progress in well-being. FEEM SI
models economic activity with environmental and social impacts and allows evaluation

of policies that alter economic activity.

The FEEM Sl is an index of 23 indicators from social, environment, and economic
themes, which are normalised (with a ranking between 0 and 1) before comparison
and aggregation. The FEEM S| is a model-based index where future trends are
simulated to 2030 based on a recursive-dynamic computable general equilibrium
model. All the indicators are projected into the future and aggregated into the
composite trend. This allows evaluation of the impacts of policies for the indicators

that are modelled (http://www.feemsi.org/pag/methodology.php).

Disadvantages of this index include the small number of indicators that can be
modelled in a restricted economic framework and the limited social aspects included.
As with all composite indicators, weighting can be questioned (Barbier & Markandya,

2013).

3.2.2.7 Social Progress Index

The Social Progress Index (Porter & Stern, 2014) focuses on a country’s social
performance. The framework aims to capture an interrelated set of key factors that,
when aggregated, will provide an indicator of social progress. The approach uses
indexing and aggregating to rank countries. The Social Progress Indicator is based on

three questions:

1. Does a country provide for the basic human needs of its population (nutrition

and basic medical care, water and sanitation, shelter, personal safety)?
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2. Are the building blocks in place for individuals and communities to enhance
and sustain well-being (access to basic knowledge, access to information and
communications, health and wellness, ecosystem sustainability)?

3. Is there opportunity for all individuals to reach their capabilities/full potential
(personal rights, personal freedom and choice, tolerance and inclusion, access
to advanced education)?

The selection of the 3 dimensions, 12 components, and 54 indicators was achieved
using an iterative process involving the review of literature and input from the Social
Progress Imperative Advisory Board (S. Stern, Wares, Orzell, & O'Sullivan, 2014). While
it only aims to be a Social Progress Index, a short-coming as a well-being measure is
that many of the components measured are directly dependent on a healthy economy

and environment and this is not taken into account.

3.2.3 Assessment of well-being measures

For the purpose of this research the ten measures described here were evaluated for
how well they met the following criteria. These criteria are selected from the working
definition requirements for well-being and sustainable well-being set-out in Error!
Reference source not found.. The four criteria were chosen for their relevance to the
issues that arise and questions of interest when linking indicators in a sustainable well-

being system.

1. Is the measure of well-being weak or strong? A strong measure of well-being
requires no aggregation of the four capitals.

2. Is the cover of well-being issues comprehensive, with all four capitals
represented?

3. Is the well-being measure forward or retrospective in orientation? Indicators
that record only what has happened and take no account of what might
happen are less useful for decision-making. A retrospective view provides an
accurate way of describing what happened and when, but little insight into how
things happened and why. A well-being measure to explore alternative ways of
viewing the world and different future options needs to be forward looking.

4. Are relationships between indicators and time delays taken into account? It is

known that the four capitals impact on each other and any change to a capital
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will have feedback effects in the overall well-being system. Time factors in

indicator measures allow differentiation between short-term issues and long-

term impacts.

Table 3-1: Assessment of well-being measures

Strong or weak Four capitals Forward/retrospective | Interlinks

well-being covered oriented indicators and

measure time delays
Genuine Progress | Weak measure. Yes. Both. Mainly Mostly no.
Indicator Indicators are retrospective. The DGPIs link

reported DGPIs have projection indicators and
aggregated. capability. allow for delays
Inclusive Wealth | Weak. Indicators Social capital not | Both. Retrospective — Yes, with
aggregated. measured as based on past trends scenarios
treated as an Forward-looking with
enabling asset. scenarios.
Health is excluded
from Human
capital.
Aggregated Net Weak. Aggregated | Social excluded. Retrospective — based No
Savings total. on past trends.
Human Weak. An Natural and Social | Retrospective — based No
Development aggregated capital not on past trends.
Index composite included.
measure.
Genuine Progress | Weak as does not | Yes. Retrospective —based No
Index take stocks into on past trends.
account. Data are
aggregated.
OECD Better Life | Strong, as each Yes. Retrospective — based No
Index topic is separately on past. No trends are
reported. Does produced.
not take account
of stocks.
Happy Planet Weak. An Social not Retrospective — based No
Index aggregated covered. on past trends.
measure. Indicators for
other capitals
limited.
Gross National Weak. Aggregated | Yes Retrospective — based No
Happiness measure. on past trends.
FEEM Weak. Aggregated | Yes—society Forward projections Yes
Sustainability and weighted covers human modelled.
Index index. capital indicators.
Social Progress Weak. Index is Economic Retrospective — based No
Indicator aggregated. excluded. Natural | on past trends.
capital limited.
Total Weak:9 All four capitals:5 | Retrospective: 8 Linked:2

Strong: 1 (OECD)

Not four capitals:
5

Forward: 2

Some linked:1

No links: 7
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Based on the four criteria selected to rate the 10 different well-being measures
reviewed, it can be concluded that most are weak well-being measures. All but one,

allow substitution as they aggregate into a composite measure.

Only half the measures used indicators that covered all four capitals. While every
indicator framework is normative by definition and applies its own value base to select

indicators, for a well-being measure all four capitals should be covered.

Most measures are retrospective in that they report what has happened in the past

rather than provide insights into how things happen, or might happen, and why.

A positive is that three of the measures attempted to fully link indicators. In all cases
the linking was done using expert-based dynamic modelling with the capability to

simulate scenarios.

The assessment of well-being measures as set out in Table 3-1 to some extent explains
why there has been limited use and uptake of new well-being metrics. From this
evaluation it is relatively clear that despite the considerable effort put into the

development of alternative measures short-comings still exist

Some of the many issues that need to be resolved before a transition away from the

use of GDP can take place are discussed next.

3.3 CRITIQUE OF ALTERNATIVE WELL-BEING MEASURES

There are many reasons put forward for the lack of adoption of alternative well-being
measures to GDP (see for example, Lawn & Clarke, 2008; Seaford, 2013; Stiglitz et al.,
2009). Some of these have been covered in the discussion of how GDP is
institutionalised. This section provides additional explanations for the lack of up-take
under the sub-headings of: (1) Theoretical and conceptual issues; (2) Data issues; and

(3) Construction issues.

3.3.1 Theoretical and conceptual issues
The most regular criticism of the alternative well-being measures proposed is that they
lack a sound theoretical foundation. According to the OECD, “The quality of indicators

and the soundness of the message provided are dependent on the framework and
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data used and the transparency of the entire construction process” (2008, p. 137).
Without a sound framework the measures are the product of the producers who
decide which items to include in the index, and which valuation methods to employ (D.

Coyle, 2014; Forgie, 2007; Talberth et al., 2007).

Lack of theoretical foundation can lead to well-being measures becoming ‘absent
referent’ (Fricker, 1998), with the original intent lost in a plethora of uses that devalue
usefulness in a similar way to the injudicious use of GDP. An example of this is the
frequent reference to well-being measures as measures of sustainability. Most well-
being measures, as illustrated in Table 3-1, do not require the maintenance and
growth (to keep pace with population increase) of each capital; instead, they
aggregate information that masks depletion — a serious concern with natural capital. In
addition, current well-being is boosted by the depletion of non-renewable resources
and other forms of capital, while costs are passed on to future generations (Dietz &

Neumayer, 2006; Lawn, 2005; Neumayer, 2003).

Measures that depend on GDP (such as the Genuine Progress Indicator, or Human
Development Index) are slated for modifying/using a measure that is in itself flawed
(Dietz & Neumayer, 2006; Ferrer-i-Carbonella & Gowdy, 2007; Kahneman & Sugden,
2005). It is also argued that the adjustments to GDP are very selective, with a focus on
deductions and not positive additions for the many innovations that have increased
well-being beyond the transacted monetary measure (such as antibiotics, air-

conditioning, Skype, and the internet) (D. Coyle, 2014).

An additional issue is that the ‘values set’ that underpins well-being is subject to
change through time, meaning any formalised theoretical foundation will need to be

updated regularly. This makes trends difficult to detect.

3.3.2 Data

Data availability often drives the indicators included in a well-being measure. This can
be a problem, especially in the environmental area where data are lacking. Data
inadequacy forces practitioners to make heroic assumptions to include critical items
(Lawn, 2005; Talberth & Cobb, 2010). The argument is that this is better than excluding

components that cannot be readily quantified and thereby assigning them zero value
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(Ford, 2010). Discounting is also a contentious issue. Questions arise concerning
intergenerational equity when environmental damage is discounted and deemed to be
of less importance because impacts are in the future rather than the present (Shmelev,
2011; N. Stern, 2006). There are also fundamental issues at the micro data level where
converting into constant dollars/indices requires equivalence. As an example, while the

number of jobs may be comparable between years, the productivity of a job can differ.

Compatibility issues arise between locations. As comparability influences the
usefulness of well-being measures, how benchmarks are set is important. If contrasts
are to be made between nations the lack of international standardised data collection
systems becomes an issue. Even methods using international data sets have been
shown to be unreliable if there is no vetting system (Andrew & Forgie, 2011). A key
focus of the well-being debate is what appropriate components to include. Using a
participatory approach is often proposed as the solution, but this introduces the issue
of scale, as what is important for well-being at the local level may not extrapolate to

regional, national or global scales.

Data uncertainty means that well-being measures are best constructed to provide a
range of feasible values; however, this can be problematic for decision-makers who
prefer to work with definite numbers. Lack of data documentation can also be an issue

with well-being measures, making replication and validation difficult.

3.3.3 Construction issues

Significant issues arise when constructing well-being measures. System boundaries (i.e.
spatial boundaries, temporal boundaries, definitional boundaries) are a major issue as
they determine what to include or exclude. Boundaries are particularly problematic
when calculating environmental costs. For example, New Zealand does not produce or
consume a high volume of ozone-depleting substances, but, due to geographical
location, the nation’s well-being is impacted by damage to the ozone layer caused by
other countries (Forgie & McDonald, 2013). Similar boundary issues arise with
greenhouse gas emissions where benefits derived differ from the location at which
costs are incurred (Andrew & Forgie, 2008). A country/region’s well-being can be
artificially boosted by externalising costs and exporting negative impacts to other

locations (Posner & Costanza, 2011).
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When well-being is being assessed, the selection of an appropriate base year from
which to measure or index is of concern. With indexing, problems also arise with scale
equivalence. For example, adult literacy always has a scale between 0% and 100%,
whereas an income scale can change over time (McGillivray, 2007). The valuation of
components such as loss and damage to terrestrial ecosystems and loss of soils rely on
accurately determining the point in time when the marginal benefits gained from
depleting (or drawing down) an environmental good/service become less than the
marginal costs incurred as a result of the loss of that resource (Forgie & McDonald,
2013). This involves understanding lag and cumulative effects, a difficulty compounded
by data paucity. Indicators like inequality are measured using a baseline chosen by the
researcher, or the use of the lowest level in the study period. Neither option resolves
the issue of what level of income inequality is in the best interest of societal well-
being. Inappropriate baselines lead to inappropriate policy decisions (Posner &

Costanza, 2011).

Placing an economic value on social and environmental goods and services is
problematic for measures that are monetary-based. Assumptions made for estimation
are strongly contested (Costanza et al., 2004; Costanza & Faber, 2002; Lawn, 2003;
Neumayer, 2000). Frequently, value depends on implied or imputed benefits/costs —
but sometimes these do not exist. The benefits derived from ecosystem services, such
as climate regulation, cannot be adequately captured by pseudo-markets due to the
intangible nature of the services provided. In this case, economists typically rely on
non-market valuation techniques such as willingness-to-pay, hedonic pricing, and
travel cost methods. The limitations associated with the application of these methods
are well-known and long-standing (Henderson, 1994). Additionally, many
commentators question the appropriateness of putting an economic value on cultural,
social and environmental goods and services that are ‘invaluable’ or of significant

passive value (i.e. have intrinsic, option, existence and bequeath value).

In many cases, the indexes combine incommensurable items measured in different
units. For example, the Human Development Index uses ‘GDP’ measured in US dollars
per capita, and ‘life expectancy’ measured in years. Combining to an aggregate

measure requires standardisation, as there is no compatible exchange rate between
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these two indicators. Statistical methods, such as indexing relative to upper and lower
limits can be used, but caution is needed with the measure. Combining
incommensurable measures makes it hard to say what they exactly indicate, and thus
makes it difficult to make decisions based on them. Issues associated with composite
indicators are well documented (Boyle & Simms, 2009; Costanza, 2000; Jollands, 2003;
OECD, 2008; Rijpma, 2014), including: item aggregation leading to information loss
(Schepelmann et al., 2010); no limits to substitution; obscured trade-offs; arbitrary use
of weights; and aggregation bias, which can lead to distorted interpretations. Despite
these acknowledged problems, the use of aggregated indices is common-place

because such indices are easy to communicate.

If indicators are not aggregated, policy usefulness can be limited. A large number of
indicators make it difficult to identify trends, hard to compare and weigh-up the many
individual components, and increases the time required for interpretation. An
intermediate step is to use a ‘dash board’ or ‘traffic light’ approach. While the
composite indicator problems still apply, trade-offs become more visible. The ‘dash
board’ or ‘traffic light’ system allows thresholds for the different components and

highlights problems even if the overall score is high (Boyle & Simms, 2009).

Insufficient information on feedback loops and lags in the well-being system limits the
value derived from alternative well-being measures. While the literature referred to
the need to interlink indicators, this is not generally done. Finding ways to interlink
indicators remains on the research agenda (L. Hunt, MacLeod, Moller, Reid, & Rosin,
2014). As a rule, a report card approach®is used, which treats each variable as
independent and not impacted by changes in the other variables. This compounds
categorization, pigeonholing and hierarchical problems. Relationships in the well-being

system are lost and cause-and-effect impacts ignored.

3.4 BARRIERS TO UPTAKE OF ‘BEYOND GDP’ WELL-BEING MEASURES

The proliferation of different well-being measures contributes to the problem of

finding an accepted alternative to GDP (McGillivray, 2007). Each measure has strengths

** An example is the social well-being tool produced by Statistics New Zealand. This interactive
tool allows a user to choose what aspects he/she thinks are important to life satisfaction and
the model then aggregates data to show the effect on the life satisfaction of NZ adults.
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and weaknesses. At present, comparison across countries remains difficult and no
single alternative has emerged to stand alongside GDP (Barbier & Markandya, 2013;
Stiglitz et al., 2009).

For most of the population living in the developed world, current living standards are
sufficient for policy priorities to move towards improving people’s non-material lives.
The biggest issue is the lack of political commitment to the establishment of a
‘convention’ for measuring well-being. Such a process is needed to decide what to

measure and how. Once agreed on, systems can be established for data collection.

GDP had similar issues to well-being measures when first instigated. The System of
National Accounts was established by the 1944 Bretton Woods agreement and the
procedure for calculation has been refined over a 70-year period. This proves
measurement problems are tractable given enough time and effort. Effort to
overcome problems will pay dividends if it results in a ‘compass’ that will point

societies in the right direction (Boyle & Simms, 2009).

In 2012 the United Nations Secretary-General’'s High Level Panel on Global
Sustainability concluded that a shift in thinking was required for the up-take of
‘Beyond GDP’ measures, and that without the political process embracing the
sustainable development paradigm, no progress would be achieved (United Nations
Secretary-General’s High-Level Panel on Global Sustainability, 2012). Galvanising
change is a challenge when vested interests are opposed (Costanza et al., 2004; Wilson
& Tyedmers, 2013). As far back as 1994, Hazel Henderson (1994, p. 5) wrote “[Gross
National Product] GNP/GDP indexes have become a chief bulwark sustaining existing
power centres in both business and government and their academic apologists. Such

measurements underlie the entire Western/industrial way of life. ”

Canada, a long-time leader in the development of alternative well-being metrics, has
not been able to make political progress (Wilson & Tyedmers, 2013). In fact, the
opposite can be concluded from decisions to no longer report key environmental
indicators, which “imply a strategic interest to restrict tracking and reporting data that
may contradict the current Conservative government’s economic priorities” (Wilson &

Tyedmers, 2013, p. 196).
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The European Union-funded “Bringing Alternative Indicators into Policy” (BRAINPOoL)
project identified key barriers to using alternative ‘Beyond GDP' indicators to guide
policy, and some of the ways these barriers could be overcome. The report identified
12 barriers, grouped into the 5 main categories listed below (Seaford, 2013). The
research undertaken for this dissertation endeavours to contribute towards

overcoming the bolded barriers in the following list:

1. Resources: budget constraints, data problems. [The budget constraint barrier
is overcome by developing a method that is inexpensive to use, as described in
Chapter 6].

2. Resistance: natural conservatism, beyond GDP is redundant.

3. Communication: ignorance or confusion about indicators, lack of a strong
narrative that engages the public, language and politics associated with
‘Beyond GDP’. [The opportunity to discuss and analyse indicators and how they
interconnect is part of the method set out in Chapter 6].

4., Complexity: lack of a single Beyond GDP indicator with the salience of GDP,
and, the complexity and uncertainty of Beyond GDP policy analysis.
[Considering indicators from a systems perspective moves policy analysis into
the complexity/uncertainty realm, as shown in Chapters 7 and 8].

5. Organisation: lack of ‘indicator entrepreneurs’, difficulty of working across
silos and organisations, human resource shortages. [The workshop process

brings people together, as described in Chapters 7 and 8].

Broader research on resistance to moving away from GDP found scientists and
academics, especially with neo-classical backgrounds, were wary of ‘Beyond GDP’
indicators. Social scientists and younger people were more likely to view progress

indicators positively. BRAINPOoL listed barriers specific to the policy/context area as:

e [|nability to align with political agendas and problems that can be solved

e |deology and concern regarding greater government ‘interference’

e Vested interests are likely to be displaced if alternative measures are
used

e Lack of public pressure and public interest

100



The use of GDP as a measure of well-being has created a strong reinforcing feedback
loop. As noted by Coyle (2014), GDP primacy is challenged more by those who regard it
as a symbol of what is wrong with capitalist market economics than by politicians and
economists. When well-being is conceptualised in terms of higher incomes,
technological innovation, and higher living standards, achieving these goals provides
an incentive for more of the same. That well-being deteriorates as a result of life
becoming more stressful, less healthy, and actually unenjoyable is overlooked (Boyle &

Simms, 2009).

An argument can be made to use methodological pluralism when it comes to well-
being. Methodological pluralism acknowledges that there are many viewpoints, and
that each viewpoint has its inherent biases and flaws. As no one viewpoint is absolute,
a more holistic perception of an issue can be gained by considering multiple
viewpoints, being conscious of the advantages and disadvantages associated with

each, and conceding the need for different approaches (Norgaard, 1989).

3.5 SUMMARY

This chapter outlined why GDP is not an adequate measure for sustainable well-being
— despite being used for this purpose. It then provided a review of selected measures
promoted as alternatives to GDP. These were analysed according to whether they are
a weak or strong well-being measure, comprehensively cover all four capitals, are
forward or retrospective in orientation, and take into account the relationships

between indicators.

To explain why there has been limited uptake of ‘Beyond GDP’ measures, the main
difficulties associated with their use were summarised. The multitude of different
measures and lack of understanding of the relationships between the indicators in the
measures are prominent weaknesses. There are also resourcing, communication,

complexity, organisational and political barriers.

The next chapter introduces systems theory and the systems approach. The purpose is
to provide the theoretical foundations for the method developed to interlink indicators
presented later in Chapter 6. This is a prerequisite to determining whether

understanding the relationships between indicators can add value and progress
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sustainable well-being, which is tested in the empirical part of this dissertation

contained in Chapters 7, 8, and 9.
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4 A SYSTEMS APPROACH TO SUSTAINABLE WELL-
BEING

Chapter 2 identified that sustainable well-being can be conceptualised as an
integrative part of a system. The system comprises interlinked objective and subjective
measures and the fours capitals that need to be sustainably managed. In Chapter 3 it
was shown that the majority of well-being measures are not structured as interlinked
systems but use the more conventional approach of aggregating indicators. The
research aim of this dissertation is to find out if understanding the relationships
between indicators adds value and progresses sustainable well-being. This requires
finding ways to make the relationships between indicators visible. The question of
interest considered in Chapter 4 is: “Can a systems approach be used to understand

the relationships between well-being indicators?”

Systems thinking and system approaches provide the theoretical foundation for the
method developed to link indicators in this dissertation. This chapter, therefore, builds
a case for why systems theory is considered appropriate to use and then describes the

family of methods available.

The purpose of using a systems approach37 for sustainable well-being is to provide a
new option that is progressive in design and can guide future action. First, a definition
of ‘a system’ is provided as a reference point. As Chapter 2 conceptualised well-being
as a complex system, the distinguishing characteristics of complex systems and the
issues that arise when complexity is underestimated are explained. Next, systems
thinking and system dynamics are described. Finally, the various systems concepts
applied to develop interlinked thinking in Chapter 6 and applied in the case studies

(Chapters 7, 8 and 9) are set out.

7 System-based approaches are used in many disciplines from education to operations
research, as well as in many types of modelling, e.g. System Dynamics and Dynamical Systems.
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4.1 ASYSTEM

The Oxford Dictionary>® defines a system as “[A] a set of things working together as
parts of a mechanism or an interconnecting network; a complex whole”. The following
definitions (Table 4-1) emphasise that a system is the interconnectivity of its parts in
an organised way. How parts are ordered and arranged impacts on the performance of
the system. Systems are also defined by their aim. The aim determines the system
identity and the value a system provides, and thereby what needs to be maintained

and improved.

Table 4-1: Definitions of a system

Meadows (2008, p. 11) A system is an interconnected set of elements that is coherently

(italics original) organized in a way that achieves something ... [it] must consist of
three things: “elements, interconnections, and a function or
purpose”.

Bossel (2000, p.338) the term ‘system’ usually refers to a self-organizing system

responding to challenges from its system environment.

Deming (1997, pp. 95-96)  ...a system is a network of interdependent components that
work together to try to accomplish the aim of the system. A
system must have an aim. Without an aim there is no system.

Northrop & Connor (2013, ...a group of interacting, interrelated, or interdependent
p.17) elements (also agents, entities, parts, states) forming or
regarded as forming a collective entity.

Kim (1999, p. 19) systems must have a purpose that is a property of the system as
a whole, not of its parts. For a system to carry out its purpose
optimally all parts must be present, and it is not possible to
remove a part without affecting functioning.

Maani & Cavana A system is a collection of parts that interact with one another to

(2007, p. 7) function as a whole. However, a system is not the sum of its parts
— it is the product of their interactions (Ackoff, 1999) ... A system
subsumes its parts and can itself be part of a larger system.

Hanneman (1988, p. 27) in the broadest sense of the term, a ’system’ is nothing more than
an ordering or relating of a set of parts into a whole. A ’system’ is
composed of both the ’things’ (‘elements’ or ’parts’) and the
relation among them.

With a system, the requirement of each part is to contribute its best to the system
overall, rather than maximise its own goals (Deming, 1997). The better the parts work

together, the more likely it is that there are wins/gains in the long term (Deming,

*® From: http://www.oxforddictionaries.com/definition/english/system. The origin of the word
is the Greek sustéma, of which the base elements are sun- ‘with’ and histanai ‘set up’.
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1997). It is therefore acceptable for parts of the system to operate at less than

maximum to achieve the overall system effectiveness.

The aim (i.e. long-term purpose, vision, mission, goals) of the system needs to be
specific and clear. It is common for the aim of a system to change over time as all living
(social) and natural systems evolve. This change in aim can be either temporary or
permanent (Kim, 1999) and may necessitate a change in the boundary of the system
(Deming, 1997). With systems, the bigger the boundaries, the more difficult they are to

manage, but the greater the potential benefits (Deming, 1997).

Systems are characterised by uncertainty, change, and surprise, therefore, working
with systems requires flexibility and adaptability. Variation is considered a natural part
of a system’s functioning and by definition dynamic systems do not work towards
equilibrium (Capra, 1996). All the parts of the system require the flexibility to move
within the threshold limits set to enable the system to adapt and change over time. To
survive systems need to maintain flexibility and evolve. Feedback loops are the

mechanisms by which systems retain stability and adaptability.

With systems, the accepted wisdom is that genuine knowledge can only be achieved
by studying the system as an entity. To achieve system improvement continuous study
of the whole is required to generate new knowledge (Deming, 1997). The learning
process from a systems perspective involves: 1) forming a theory; 2) making
predictions based on past experiences (the reference trend); 3) testing the theory; and
(4) checking results (Forrester 1975; Deming, 1997; Sterman, 2000). This process needs
to be iterated under different conditions to increase knowledge and understanding of
the system. It is the discrepancies between formal and mental models that stimulate

improvements in both (Forrester, 1985).

By putting information into a systems framework the objective is to see general
patterns not shown otherwise. This allows us to gain understanding of the effects
distanced in time and space from their causes. The human mind cannot easily assess
the consequences associated with complex, interrelated components within a system
(Forrester, 1994; H. Simon, 1972; Sterman, 2002). Our minds can conceptualise that

the systems exists, but the patterns it produces are often beyond our ability to assess
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without a computer model, particularly once feedback loops are involved. The
relationships in a system and the complex patterns of interconnections are revealed
via feedback loops. How the feedback loops in the system operate can provide
potential learning about both the system and the consequences of intervention in the

system.

According to Deming (1997), the greater the interdependence between components,
the greater the need is for communication and cooperation between them. Failure to
comprehend interdependence is a major source of unintended consequences. The

more interdependence there is in a system, the more complex it becomes.

4.1.1 The development of systems thought

Early instigators of systems approaches include Ludwig von Bertalanffy who in 1945
published “General Systems Theory” (von Bertalanffy, 1945), where he describes a
“logical-mathematical field which deals with the new scientific doctrines of wholeness,

dynamic interaction, and organization” (Gray & Rizzo, 1969, p. 7).

For von Bertalanffy the impetus for general systems theory came from the inadequacy
of the then universal physics-based model used for science (Gray & Rizzo, 1969). von
Bertalanffy argued that neither biology nor the behavioural sciences could be
understood using a mechanistic approach and instead advocated for the use of model

building and abstract generalisations.

von Bertalanffy was interested in studying concepts of goal and purpose. He focused
on the living, human aspects of systems and combined organismic biology (which
recognised living organisms are organised entities and need to be treated as such) and
his theory of open systems.g‘9 Whether dealing with living organisms, or a society,
there was a need to consider notions “of wholeness, growth, differentiation,
integration, hierarchical order, dominance, control, competition, centralization,

leading part, finality, equifinality and others”* (Gray & Rizzo, 1969, p. 12).

% von Bertalanffy drew attention to the difference between closed and open systems, noting
that physics only deals with closed systems (Hutchins, 1996).

% Equifinality describes how regulating systems can get to the end or goal in a number of
different ways and reach different ends from the same start point (Hutchins, 1996).
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Important contributions from general systems theory include the notion of complexity
(Ashby, 1958), and its integrative rather than compartmentalised method. von
Bertalanffy was concerned at the time — a concern that still remains — that science was
becoming too fragmented and scientists were losing the ability to communicate and

synthesise knowledge.

General systems theory was not the only development occurring in the field of systems
at this time. Gray & Rizzo (1969) list other research that occurred in parallel with the

development of general systems theory:

e QOperations research: where systems are studied as they are found in
business. Upshots include inventory allocation, queuing, sequencing,
routing, replacement search theory.

e Cybernetics: developed to describe organisational complexity and focus on
the science of communication and control. Upshots include information
theory.

e Mathematical General Systems Theory: that fuses mechanistic and
organismic approaches and utilises the advantages of each. Upshots include
set theory, decision theory, organisational theory system analysis, systems

design, systems engineering.

4.1.2 Complex systems
Systems that are complex are characterised as being made up of many parts that are
related and interdependent. Complex systems co-evolve by adapting over time in

response to changes in their environment.

Intervention in a complex system is not a trivial matter and can result in unexpected
outcomes that may be beneficial, adverse or have no effect. The outcomes are not
easily predicted, as the synergistic effects of the parts can produce unforeseen
behaviour by the system. Unexpected dynamics, often referred to as the ‘law of
unintended consequences’ (Northrop, 2011; H. Simon & Cilliers, 2005), or
‘counterintuitive behavior’ (Sterman, 2000; 2002) results in policy action that is
ineffective (Dorner, 1997, Meadows, 1982). One of the main reasons for studying

complex systems is to better understand in advance the potential counterintuitive,
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indirect effects of interventions in order to avoid or mitigate them (Forrester, 1973;

Wolstenholme, 2003).

Most social and natural systems on which humans rely are complex systems. The
extent of system complexity is a function of the number of interconnections and the
number of different variables, as set out in Figure 4-1. A low number of variables not
highly linked can be described as a ‘simple’ system. A system with more variables that
are not highly linked is a ‘complicated’ system. A few variables with a large number of
linkages quickly become ‘confounded’, with the interactions between variables driving
the system behaviour. A large number of variables that are highly interlinked are a

‘complex’ system.

Number of
variables
a
High
Complicated Complex
Simple Confounded
Low _ Extent of
Low High Linkages

Figure 4-1: How variables and linkages combine to form complex systems. (Own diagram.)

The general pattern with systems is that as they evolve they increase in complexity
(Holling, Gunderson, & Ludwig, 2002). As the number of system components increases,

the pattern of interrelationships between components gets more elaborate.

Factors such as globalization, ecosystem exploitation, population growth, increased

diversity, travel, migration, technological developments, etc., increase the number of
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relationships. All these factors are interrelated, and impact on each other, and, as a

result, complexity grows.

With complexity, routine decisions become dynamic in nature as each component is
capable of acting in multiple ways depending on the chain reaction. As a consequence,
major decisions in complex systems are far reaching. This can mean a sequence of
decisions is needed rather than one decision, as decisions are interdependent, and the
context of the decision changes with each decision made (Karakul & Qudrat-Ullah,

2008).

According to Shmelev (2011) insights into policy implications are only possible through
understanding the links between different parts of a system and the emergent
properties of that system. If the community, or decision-makers, do not like a specific
trend, the scope for making change is likely to be constrained or amplified by the
relationships in the system. Making interrelationships visible and explicit is a way to

show what is driving trends and how to best address change (Kim, 1999).

4.1.3 Issues associated with underestimating complexity

There has been significant research into people’s inability to deal with complex,
dynamic systems (see among others Bossel, 1998; Dorner, 1997; Kahneman, 2011;
Karakul & Qudrat-Ullah, 2008; Meadows, 2008; Norman, 1983; Senge, 2006; Senge,
Smith, Kruschwitz, Laur, & Schley, 2008; H. Simon, 1972; Sterman, 2000; Vester, 2007).
The research signals that humans simplify problems for a range of reasons, including:
time pressures, imperfect knowledge, intuitive reaction, lack of cognitive ability to deal
with multiple factors, misperception of risks, etc. There is a tendency to draw on past
experience and implement a previously successful method, despite a change in
circumstances or to block out information that does not confirm the proposed
solution. Furthermore, when an individual tries to mentally project into the future, it is
done in a linear rather than a dynamic way. A linear projection extrapolates the
present into the future, whereas a dynamic approach makes allowances for feedback
loops and time lags. The lack of ability to deal with complex problems results in people

falling into ‘logic traps’. Dérner (1997) identifies the main traps as:
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e failure to state and prioritise specific goals and inability to re-prioritise goals
when events change

e under-estimating the side-effects of interventions and not anticipating
potential long term consequences

e making short-term decisions based on linear projections of the current
situation

e dealing with isolated problems rather than the system

e spending too much time on irrelevant areas where decision-makers feel
comfortable and not overwhelmed

e not allowing a sufficient period to account for time lags between
interventions and effects, resulting in over-steering and overreacting. When
feedback loops and time lags are not understood, stronger action is applied
when no immediate effect occurs. This can require stronger corrective
action and cause instability in the system

e decision-makers believing they understand the system and interfere rather

than allow a system to self-regulate.

Complex systems are challenging to function in and, as Dorner (1997) identified,
require a long-term perspective. The difficulties arise because dealing with the
immediate problems brings greater rewards, and slowly occurring changes can be

ignored or adapted to without their being incorporated into immediate decisions.

An additional consideration is that complexity is not always recognised. Senge et al.,
(2008) argue that most people react at the ‘events’ level because this is most
apparent. However, events are usually just the ‘tip of the iceberg’ and to act
appropriately requires finding out the underlying causes which requires understanding
of patterns/trends, systemic structures, and mental models. Senge et al., (2008)

present the way humans explain reality as a four-step process (see Figure 4-2).

110



Events React )

What just happened? :

( Patterns/Trends Antig_:__ipate) e
What's been happening? © - e
Have we been here or some
~ placesimilar before?

EVERAGE AND

Figure 4-2: Ways humans can explain reality. (Source: Senge et al., 2008, p.174).

Complex problems cannot be tackled by working at the event level or using linear
thinking (Forrester, 1961; Mirchi, Madani, Watkins, & Ahmad, 2012; Richmond, 1993;
Sterman, 2000). Learning about complexity and systems theory allows people to better
understand the events, patterns/trends, systemic structures and mental models. As
you move down the iceberg and understanding grows, more opportunity is provided to
identify the best leverage points to bring about desired change, and thereby function,

in complex systems.

4.1.4 Working with complex systems

How complex systems are managed is a different process from the management of
simple or complicated systems. With complex systems there is a high degree of
uncertainty concerning the actions needed and what the potential outcome will be.
This justifies an adaptive management approach of adjusting practices in response to
new learning, while at the same time ensuring adjustments stay in line with the overall

system goal.

Working with complex systems can benefit from collaborative processes that bring
people together to discuss, learn and improve the way the wider system is trending
(van den Belt, 2004). Collaboration can help understand the events that are associated

with systems, and the structure of the system itself (as in Senge et al.,, 2008), but
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collaboration does not necessary mean that issues will be resolved or addressed. The
response is not to seek a ‘fix’ to the immediate problem, but instead to look at the
different leverage points where a change can improve the overall system. This is
counter to the ‘Fordist’ industrial model of specialisation and ‘one-right-answer’
thinking. Table 4-2 sets out how Allen (n. d.) interprets the different decision-making

roles in the different types of systems.

Table 4-2: Different leadership tasks for different systems

Complicated systems Complex adaptive systems

Role defining—setting job and task Relationship building—working with patterns of
descriptions interaction

Decision making—find the ‘best’ choice Sense making—collective interpretation

Tight structuring—use chain of command and Loose coupling—support communities of practice
prioritise or limit simple actions and add more degrees of freedom

Knowing—decide and tell others what to do  Learning—act/learn/plan at the same time

Staying the course—align and maintain focus Notice emergent directions—building on what
works

Source: (Allen, n.d.)

Trying to manage, control, or manipulate complex systems is very challenging (Doérner,
1997; Forrester, 1973; Grosskurth, 2007; Meadows, 2009; Sterman, 1994), and skills
and tools are therefore increasingly needed, given reality is not a set of independent
problems (Hjorth & Bagheri, 2006). To minimise unintended consequences, ways to
describe, analyse, and model relationships need to be found to build understanding

and explore in advance the potential impacts of change (Maxwell, 2005).

4.2 SYSTEMS METHODS

There is ample evidence that complex systems require different approaches to the
commonly favoured reductionist analytical approach (Capra, 1996; Dorner, 1997; Kim,
1999). Sterman (2000, p. 5) asserts that successful ways to learn about complex

systems require:

(1) “tools to elicit and represent the mental models we hold about the nature of

difficult problems;

(2) formal models and simulation methods to test and improve our mental

models, design new policies, and practice new skills; and
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(3) methods to sharpen scientific reasoning skills, improve group processes, and

overcome defensive routines for individuals and teams.”

The System Dynamics computer modelling and simulation fraternity have developed
methods to promote better understanding of complex systems and operate more
effectively41 (Kim, 1999; Maani & Cavana, 2009; Meadows, 2008; Senge, 2006). These
methods include systems analysis, causal loop diagrams, stock and flow diagrams, flow
charts, and simulation models/system dynamics. They can be categorised broadly
under the headings ‘systems thinking’ and ‘system dynamics’. A systems thinking
approach is qualitative and is used in this dissertation to better understand the
interlinking of the indicators used to measure well-being. What follows is first a
description of systems thinking and justification for its use. Then, the method of
system dynamics and the value it provides are discussed. As systems thinking and
system dynamics approaches are complementary (Maani & Cavana, 2007;

Wolstenholme, 2004) they can be applied separately or together.

4.2.1 Systems thinking

Systems thinking emphasises relationships in the structure of a complex system as
these determine system behaviour. The more visible and better understood the
relationships, are the greater the insight into how things work in the real world. The
typical human response to the difficulty of working with a complex system is to draw
tight boundaries around an individual part and specialise. For instance, in academia
there has been a proliferation of disciplines and multiple journals are published that
cater for very narrow discourses that use highly specialised language. This proliferates
the Anglo-Saxon reductionist science and multiple disciplinary perspectives (Noll,
2002). However, taking apart and analysing in detail does not provide the information
that shows the patterns of organisation that allow the collective to function
(Buchanan, 2002) and systems cannot be understood by more detailed information

about the parts as stated by Capra (1996, pp. 29-30):

"1 Systems methods are used in many different areas. In planning, for example, the Soft
Systems Method developed by Peter Checkland (1993) is used. Other areas include ecology,
computing, operations research, social sciences, psychiatry, and medicine. This list is far from
exhaustive.
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The great shock of twentieth-century science has been that systems cannot
be understood by analysis. The properties of the parts are not intrinsic
properties, but can be understood only within the context of the larger
whole. Thus the relationship between the parts and the whole has been
reversed. In the systems approach, the properties of the parts can be
understood only from the organization of the whole. Accordingly, systems
thinking does not concentrate on basic building blocks but rather on basic
principles of organization. Systems thinking is ‘contextual’, which is the
opposite of analytical thinking. Analysis means taking something apart in
order to understand it; systems thinking means putting it into the context

of a larger whole.

Building on this view, it can be argued that the complexity of modern day problems
requires expertise in both analysis and synthesis, as well as the development of
appropriate tools to achieve this. Both synthesis and analysis are used in systems

thinking (Hutchins, 1996).

The definitions in Table 4-3 provide an overview of what systems thinking sets out to

achieve.
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Table 4-3: Systems thinking definitions

Kim (1999, p. 19 &
p. 2)

Maani & Cavana,
(2009, p. 7)

Maani & Cavana
(2000, p. 135)

Richmond
(1994, p. 6)

Sterman (2000, p. 4)

Meadows
(2008, p. 2)

Senge, (2006, pp. 68
& 69)

Capra (1996, p. 30)

Systems thinking is a school of thought that focuses on recognizing
the interconnections between the parts of the system and
synthesizing them into a unified view of the whole... Systems thinking
is a way of seeing and talking about reality that helps us better
understand and work with systems to influence the quality of our
lives.

Systems thinking is a scientific field of knowledge for understanding
change and complexity through the study of dynamic cause-and-effect
over time. Complexity underlies most business, economic, natural and
social systems. System thinking has three distinct but related
dimensions: paradigm, language and methodology, ...

... is the ability to see things as a whole. It combines the art of seeing
interconnections and the science of explaining complexity.

Systems Thinking is the art and science of making reliable inferences
about behaviour by developing an increasingly deep understanding of
underlying structure.

Systems thinking — the ability to see the world as a complex system, in
which we understand that “you can’t just do one thing” and that
“everything is connected to everything else.”

Systems thinking helps us manage, adapt, and identify the wide range
of choices we have. It is a way of thinking that gives us the freedom to
identify root causes of problems and see new opportunities.

Systems thinking is a discipline for seeing wholes. It is a framework for
seeing interrealtionships rather than things, for seeing patterns of
change rather than static “snapshots.” ... is a discipline for seeing the
“structures” that underlie complex situations, and for discerning high
from low leverage change.

Systems thinking is synthesis and ‘contextual’, rather than analytical
thinking. Analysis means taking something apart in order to
understand it; systems thinking means putting it into the context of a
larger whole.

Systems thinking uses tools such as causal loop diagrams and behavior-over-time

graphs to visualize and build the skills required to identify and understand

relationships and feedback loops in systems. Such tools are helpful as dynamic learning

is difficult (Sterman, 2000), and people, while not inherently incapable, usually lack the

requisite expertise to think in systems (Forrester, 1975; Karakul & Qudrat-Ullah, 2008).

The roots of systems approaches are based in biology, cybernetics, and ecology

(Bateson, 1972; Churchman, Ackoff, & Arnoff, 1957; Vester, 1988; von Bertalanffy,
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1945). Reservations have been expressed as to how transferable a systems approach
that was developed in the natural systems is for social systems (Ulrich, 2005). This view
is not shared by everyone and many systems models exist that integrate human

behaviour (e.g. Forrester, 1971; Sterman, 2000).

4.2.2 System dynamics

System dynamics involves the construction of quantitative stock and flow models to
show accumulation over time and the dynamics that occur as a result of delays
inherent in a system. The strength of system dynamics is the model simulation
capability that reveals the behaviour of the system over time, and how the long-term
effects of an intervention might play out (Ford, 2010; Forrester, 1994; Hirlimann,
2009; Morecroft, 2007; Sterman, 2000). Without simulation, it is argued, it is not
possible to demonstrate the logical implications of a model and compare this with
reality (Hovmand, 2014; Sterman, 2000). Even if there are significant uncertainties
regarding data and how to include soft variables, quantitative models, it is argued add
value over and above qualitative models (Ford, 2010; Homer & Oliva, 2001). A
guantitative model can be validated against data, which boosts confidence in the
model’s explanatory powers (Robeért, 2000; van den Belt, 2004). Regardless of whether
the outputs are correct or incorrect simulation models are seen to be useful ways to
explore the nature and relationships of a system and provide insights on feedback
loops (Robert, 2000). Additionally, quantification provides an opportunity to learn
about the order of magnitude of different variables, it provides a reality, and is a way

to identify gaps in understanding and data (van den Belt, 2004).

System dynamics modelling is a powerful and valuable tool but was not applied with
this research due to the large number of variables that influence sustainable well-

being. Instead a systems thinking approach is used.

4.2.3 Research rationale

The research approach taken in this dissertation is to provide insights into well-being
interactions and behaviour through better understanding of the structure of the well-
being system rather than trying to explain phenomena with increased levels of detail
and data. Dealing with complexity by using more advanced computing ability and data

it is argued is the wrong approach (Dryzek, 2005; Northrop, 2011; Vester, 2007). The
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resultant flood of information creates both insecurity and confusion, leading to a
situation where information is interpreted as knowledge (Deming, 1997; Dryzek, 2005;

Northrop, 2011; Senge, 2006; Vester, 2007).

With this research initial efforts to build a system dynamics model of well-being
confirmed the findings of Smith (2010) that systems models can rapidly advance to a
level of complexity at which understanding breaks down. Figure 4-3 from Robinson
(2011) sets out the diminishing returns in terms of accuracy as levels of complexity
increase. An additional research obstacle was lack of data on how the various
indicators inter-link resulted in the need for a large number of assumptions to be

made. This was problematic, as a wrong assumption makes the accuracy of a model

decline rapidly.
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Figure 4-3: Simulation model complexity and accuracy. (Source: Robinson, 2011, p. 1429).

An accepted alternative systems approach is to work with stakeholders through
dialogue using a process that is flexible and transparent (Hovmand, 2014; Hirlimann,
2009; van den Belt, 2004; Vester, 2007). This is the approach applied here. It involves
implementing a number of commonly used systems techniques that support

integrated thinking and learning. These tools are set out in the next section.

4.3 SYSTEMS CONCEPTS FOR INTERLINKING WELL-BEING INDICATORS

This section provides a brief overview of the systems tools that will be used to
understand relationships between well-being indicators. First, participatory modelling
is discussed as this is a mechanism used to bring people together to evaluate whether

or not understanding the relationships between indicators adds value and progresses
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sustainable well-being. Each person brings their personal mental model to the
participatory modelling. This model is based on their own life experiences, knowledge,
background, and expertise. Sharing and influencing mental models is a key reason for
undertaking a modelling process. The discussion then progresses to causal loop
diagrams, which are the qualitative mapping tool widely used in systems thinking and
applied in this research. Last, the concept of leverage points and where to intervene in
a system is outlined. Despite uncertainty being a characteristic of complex decision-
making, the goal still remains to understand the system and the leverage points by

which the desired system change can be brought about.

4.3.1 Participatory modelling

Participatory modelling®” involves working with participants to build models. As any
abstract representation of reality can be described as a ‘model’, participatory
modelling can cover activities as diverse as working together to draw maps, to creating
large-scale simulation models. Participatory modelling, as described here, is the
bringing together of participants to build models using systems thinking or system
dynamics tools. As shown in Figure 4-4, there is scope both for participation to occur at
different stages of the model building and for variation of the extent to which people

are involved.

*2 The many different names used for this decision-support process ware discussed in van den
Belt et al., (2010).
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Timing of participation

Late A .
Expert model: Stakeholders design a model
To invite feedback from within a frame:
stakeholders To solidify learning from
collaborative interaction
To integrate existing research
Degree of Participation
Low High
Individual stakeholders
viewpoints are regarded early Stakeholders design the model
in participatory process: without a pre-fixed frame:
Modeller maintains model To scope out the questions
To build capacity among stakeholders
v To serve as a benchmark for follow-up actions
Early

Figure 4-4: Different levels of participation in model building. (Source: van den Belt, 2004, p.
16).

The process of participatory modelling has been reported by researchers as producing
a range of positive outcomes (Hovmand, 2014; Rouwette, Vennix, & van Mullekom,
2002; van den Belt, 2004; Vennix & Rouwette, 2000). Based on a study of 12
participants working in New Zealand government agencies (a similar cohort to that
worked with for this research) and a qualitative modelling process, Scott et al., (2015)
identified the following outcomes as rating® as important: commitment to conclusion,
communication quality, consensus, enduring mental model change, mental model
alignment, effective strategy implementation, enduring alignment, mental model
change, persuasive content, power levelling, and insight. These are all desired

outcomes from the research undertaken for this dissertation.

4.3.2 Mental models

Mental models are central to systems thinking, systems dynamics, and practice (Doyle
& Ford, 1998; Groesser & Schaffernicht, 2012; Maani & Cavana, 2007; Scott, Cavana, &
Cameron, 2013; Senge, 2006; Sterman, 2002). According to Doyle and Ford (1998, p.
4):

* The rating was relative to ‘neutral’ and ‘mean’ responses.
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Mental models are [thus] the stock in trade of research and practice in
system dynamics: they are the “product” that modelers take from students
and clients, disassemble, reconfigure, add to, subtract from, and return

with value added.

In Forrester’s (1961) view, all decisions are based on models that are usually of the
mental models kind. The intent of most systems-oriented projects is to enhance
mental models to improve the quality of decision-making (Doyle & Ford, 1998;

Hyunjung, 2009; Scott et al., 2013).

The concept of a mental model extends back as far as the 1940s, when Craik (1943)
described ‘thinking’ as the manipulation of a person’s internal representation of the
world. Johnson-Laird (1983, 2001) later recognised the tendency of humans to develop
and use mental models to increase their own understanding and solve problems. Seel
(2001) supported this and theorised that a mental model serves the purpose of
organising facts and the relationships between facts, so that logical assertions can be
made to infer consequences and arrive at a conclusion that is valid for the

circumstances considered.

There are definite crossovers between these conceptualisations of mental models and
those used by the system dynamics fraternity. There is general agreement that mental
models are internal and affect how a person acts (Rook, 2013; Senge, 2006; Sterman,
2000) and that they are also abstract representations of situations that individuals
maintain in their minds. Mental models are also seen to “reflect the beliefs, values,
and assumptions that we personally hold, and they underlie our reasons for doing

things the way we do" (Maani & Cavana, 2007, p. 15).

A significant difference is that, from a systems perspective, mental models are
considered to be part of a continuous closed loop process where an effect is capable of
looping back to influence its own cause (i.e. makes a feedback loop). This involves loop
learning and contrasts with how mental models are perceived in other areas — as
static, cause-and-effect and event based (Groesser & Schaffernicht, 2012). System
dynamics and systems thinking recognise and attempt to deal with the cognitive limits

and problems people have when dealing with multiple mental models and dynamically
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complex systems. A specialised toolkit of qualitative mapping and computer simulation
modelling has been developed as a way to access mental models and allow the
exploration of the structure of mental models, see how mental models change over
time, and provide insight into the reasons for these changes (Hodgkinson & Healey,

2008; Schaffernicht, 2006).

Understanding and sharing mental models can be achieved using both qualitative and
guantitative systems (Doyle & Ford, 1998; Maani & Cavana, 2007). The widely
accepted definition of a ‘mental model of dynamic systems’ is that proposed by Doyle

& Ford (1999, p. 414):

a mental model of a dynamic system is a relatively enduring and accessible,
but limited, internal conceptual representation of an external system

whose structure is analogous to the perceived structure of that system.

Groesser & Schaffernicht (2012) more recently suggested the need to clarify the
phrase "whose structure is analogous to the perceived structure of that system". They
put forward Figure 4-5 to set out the conceptual structure of the components of a

mental model of a dynamic system.

Feedback Loop
|
[ | ]
Element: Variables Element: Causal Link Property: Polarity
| [ [_l_l
[ | : ] [ | - ] -~
nter- % . | ape " .

Stock Flow mediary Link Polarity Delay Relationship Positive Negalive
Positive || Negative || Linear Hon-
linear

Figure 4-5: Conceptual structure of a mental model of a dynamic system. (Source: Groesser &
Schaffernicht, 2012, p. 60).

Note: the grey areas are widely recognised conceptual components in the systems dynamics
literature, while the white areas indicate new conceptual components added.

As shown in Figure 4-5, the building blocks of mental models of dynamic systems are
considered to consist of variables, causal links with their polarities and significant
delays, as well as feedback loops, their polarity and their nonlinearities. It is not
necessary for mental models of dynamic systems to account for every conceptual

component (Groesser & Schaffernicht, 2012).
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Mental models are shaped by one’s experience, actions, beliefs, and social and cultural
norms. Because understanding is always partial, and intelligence is distributed
(Bateson, 1972), from a systems perspective the internal nature of mental models is an
issue. There is much to be gained from the sharing of mental models as a means of
increasing learning and knowledge (Kim, 1999; Senge, 2006; van den Belt, 2004). The
mental models of individuals, according to Forrester (1973), can be characterised as:
fuzzy; incomplete (as based on selected concepts and relationships); imprecisely
stated, not always correct; and changeable (over time or as quickly as during a single
conversation). In addition, they are unable to handle complexity (H. Simon, 1972;
Sterman, 2000; Tversky & Kahneman, 1973; Vester, 2007); are vast simplifications that
are dynamically deficient (Sterman, 2000), and critically ‘mostly wrong’ (D. Meadows,

2008).

The positive attributes of sharing mental models are that they ‘contain rich
information’ (Vazquez, Liz , & Aracil, 1996); the interaction and communication
between group members provide a group understanding of how a system operates
(Hovmand, 2014; Senge, 2006; van den Belt, 2004); and a high level of convergence in
mental models is considered more likely to predict behaviour (Druskat & Pescosolido,
2002; Mathieu, Heffner, Goodwin, Salas, & Cannon-Bowers, 2000). Altering and
aligning mental models is a basic requirement for organisational learning (Maani &

Cavana, 2007).

4.3.3 Causal loop diagrams (CLDs)

Well-being models become complex very quickly as they cover most aspects of life.
The complexity associated with well-being, therefore, calls for ‘structural’ thinking.
CLDs have been identified as a useful tool for this purpose. Systems theory posits that
a system’s behaviour emerges from its underlying causal feedback structure (Forrester,
1961; Richardson, 1997). In system theory both causal maps and formal models are
legitimate ways to make mental models explicit, and test hypotheses about the way

we think systems behave (Groesser & Schaffernicht, 2012; Hovmand, 2014).

In a CLD, each link has a causal interpretation that provides a way to conceptualise and
communicate the structure of the system. CLDs provide a way of recognising and

taking into account feedback loops in a system. Feedbacks are closed loops that start
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and end at the same point; they are also the structural elements that most determine
the stability of a system (Richardson, 1995). A change that occurs at the start point of a
feedback loop will impact on all subsequent variables as well as change the start
variable itself. CLDs can be used by themselves or as a step towards constructing a
simulation model; though stock and flow diagrams are considered better suited for this
purpose as they show accumulations and more closely reflect the mathematical

representation required for computer simulation models (Hovmand, 2014).

The real world is an interconnected system of causes-and-effects and behaves
accordingly. Outcomes are different from those anticipated when each component is
studied in isolation. CLDs are an important tool in the system analysis toolkit to better
understand the complex relationships in a system (refer to among others: Maani &
Cavana, 2009; Meadows, 2008; Senge, 2006). They are used extensively in
participatory approaches, and to include stakeholders in the process of model building
(Sedlacko, Martinuzzi, Rgpke, Videira, & Antunes, 2014; van den Belt, 2004; Videira et
al., 2014).

CLDs have many advantages, including the fact they are intuitive to use. They are one
of the main tools of systems thinking (Lane, 2008; Schaffernicht, 2010; Senge, 2006)
and have their own specific concepts and diagramming language. CLDs are used to
increase understanding through ‘conceptualisation’ of the system being studied. They
can also be used to help communicate outcomes for the post-analysis of quantitative

models (Lane, 2008; Wolstenholme, 2003).

How Causal Loop Diagrams work

The objective of CLDs is to better understand the causal chain of events. Causal refers
to the cause-and-effect relationships between variables in a closed loop that create
feedbacks (Ford, 2010; Maani & Cavana, 2007). “The basis of these causal relationships
can vary from conjecture to evidence supported by rigorous research” (Hovmand,

2014, p. 2).

When drawing a CLD, variables are linked together if there is a relationship between
them, with an arrow to show the direction of influence. CLDs are constructed following

specific rules to ensure consistency and precise meaning. Variable names are generic
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and should not predetermine movement in any one direction. They have a qualitative
orientation and are able to increase or decrease. With CLDs, an arrow going from A to
B indicates that A causes B. The arrow in a CLD can symbolize either a causal influence,
which can be a policy or information link or alternatively an addition or subtraction
from an accumulation which is a physical process (Manni & Cavana, 2007). There are

four types of cause-and-effect relationships possible between variables in a CLD:

1. The cause increases and the effect of the given change is an increase (notated with ‘+

or ‘s’ to show that change is in the same direction).

2. The cause decreases and the effect of the given change is a decrease (notated with ‘+’

or ‘s’ to show that change is in the same direction).

3. The cause increases and the effect of the given change is a decrease (notated with ‘-’

or ‘o’ to show that change is in the opposite direction).

4. The cause decreases and the effect of the given change is an increase (notated with a ‘-

or ‘0’ to show that change is in the opposite direction).

When interpreting a CLD, the understanding is that the change that results from the
cause to effect is more than it would otherwise have been, had everything else been

held in place (Richardson, 1995).

When linked variables form a loop, this is called a feedback, and these show the
changes over time (or dynamics) in the system. Loops are labelled according to
whether they act to counteract change (usually labelled ‘B’ for a balancing or negative
feedback loop), or reinforce change (usually labelled ‘R’ for a reinforcing or positive
feedback loop). A balancing loop has an uneven number of ‘-’ or ‘0’ in the loop when
counted up. A reinforcing loop has an even number or no ‘-’ or ‘0’ in the loop. Delays

are noted (with an // on the arrow) as the effect of these can be significant.

Figure 4-6a is an example of a CLD that shows the impact of pesticide use on
horticulture productivity. Figure 4-6b graphs the expected trend over time for

horticulture productivity.
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Figure 4-6a: Causal loop diagram example. Figure 4-6b: Behaviour-over-time

graph example.
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Figure 4-6a has two loops. The loop ‘R’ is a reinforcing loop that says: An increase in
‘Pesticide use’ will increase ‘Horticulture productivity’, which will increase the need for
‘Pesticide use’. There are no ‘-’ in this loop. The loop ‘B’ is a balancing loop that says:
An increase in ‘Pesticide use’ will decrease the ‘Pollination services’, and after a delay
(notated with \\) this will decrease 'Horticulture productivity’. There is an uneven

number (one) " in this loop, which makes it balancing.

The graph (Figure 4-6b) shows what happens to pollination services over time as a
result of increased pesticide use. This behaviour-over-time graph shows the expected
patterns or trend of a variable over the long as opposed to short-term (Ford, 2010;

Sterman, 2000).

With CLDs, polarity (or the direction of influence) can be used to convert structure into
behaviour. However, this cannot show how the current stock of a variable influences
behaviour and in turn structure (Schaffernicht, 2010). Also, inconsistency with the logic
can sometimes occur when an increase (or decrease) does not result in the same effect
but rather in a lower level of increase (or decrease). Maani & Cavana (2007) suggest

using the terminology of ‘add to’ or ‘subtract from’ to avoid this.

The use of CLDs is not unanimously supported. A critique of the use of CLDs is included

as part of the Discussion in Chapter 10.

4.3.4 Leverage/intervention points
Leverage points are “points of power” (Meadows, 2008, p. 145) or the places where

small changes can result in large impacts/effects on a system (Meadows, 2009). They
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have long-term impacts that change the system rather than remove a problem
symptom (Maani & Cavanna, 2007). Leverage/intervention points are of particular
interest in complex system analysis as they often identify places where policy should

be directed, and provide insights for decision-making.

The generally accepted systems dynamics theory is that leverage points should reduce
the strength of reinforcing loops that produce vicious cycles and promote balancing

loops to achieve stability in the system (Lounsbury, Hirsch, Vega, & Schwartz, 2014).

There are many different types of leverage points in a system, with some being more
effectual than others (Sterman, 2002). Meadows (1999, 2007) sets out 12 different
types of leverage points and ranks their ability to bring about systemic change. They

are by order of least effective to most effective as shown in the following box.

The more you advance towards the top leverage point (Level 1), the more resistant the
system is to change (Meadows, 2008, 2009) so the more difficult it is to achieve the
desired outcome. By the time you reach Levels 1 and 2, a substantial change in values

is required rather than marginal changes to an existing paradigm.

As interventions in one area have the potential to have multiple impacts in other areas
and at different time scales, having a better grasp of the implications of such changes
will increase the likelihood of taking the best possible action. Meadows (2009)
suggests that another good reason for understanding a system structure is that it
allows altering or inserting new feedback loops, which can be an effective and low-cost

option to bring about desired behaviour change.
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12

11

10

1

Constants, parameters, and numbers. Meadows believes numbers do not bring about
change and are therefore not worth the effort put into collating. Numbers provide
information not knowledge.

The sizes of buffers and other stabilizing stocks, relative to their flows. Increasing buffers
can stabilise a system but making them too big or inflexible slows reactions. As buffers are
usually physical entities, they are not easy to change, and therefore, they do not make
good leverage points.

The physical structure of material stocks and flows in the system. Changing physical
structures once in place is difficult, so good design in the first place is important.

The lengths of delays, relative to the rate of change in the system. Feedback loops govern
the net change in a stock. A delay in a feedback process impacts the net change, as a
system cannot respond to short-term changes if it is governed by long-term delays. In
systems, delay length is usually difficult to control.

The strength of balancing (self-correcting) feedback loops, relative to the impacts they are
trying to correct against. Balancing feedback loops work towards a goal and are critical for
the long-term welfare of a system. Therefore, knowing the goal, monitoring to detect
deviation from the goal, and understanding the self-correcting response mechanism are
important.

The gain from driving positive feedback loops. Providing interventions that reduce the self-
multiplying effects of reinforcing feedback loops requires less impact than strengthening
balancing loops.

The structure of information flows. Missing information flows are a common cause of
malfunction in a system. ldentifying missing information flows can provide leverage.

The rules of the system and who has control over them is important for the functioning of a
system. Therefore, changing the rules can bring about leverage. Rules determine what is
included/excluded.

The power to add, change, evolve or self-organise the system structure gives the system
resilience. Such systems can survive by changing to fit with new balancing or reinforcing
loops or rules. For example, social systems can self-organise to create new structures and
behaviours and biological systems can evolve.

The goals of the system. Understanding the goals of the system and how feedback loops
support that goal can provide insights and leverage points.

The mindset or deep seated beliefs of how things work (i.e. paradigm), which are the
foundation for the system. Paradigms determine the systems goals, structure, rules,
delays, and parameters but are unstated because everyone assumes they are known.
Paradigms can be changed by building models of systems that allow people to step outside
and see the system as a whole.

The power to transcend paradigms. There is a need to remain flexible as no paradigm is
true. All paradigms are reflections of our limited understanding of an immense and amazing
universe.
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4.4 SUMMARY

Chapters 2 and 3 put forward the case for why well-being should be conceptualised in
a systems framework. This chapter has built on this by providing a background to the
type of thinking and tools that can be used with a systems approach. Different
methods are required with a systems perspective as component parts can be
sometimes connected unexpected ways. More importance is placed on the additional
value and information obtained from synthesis and contextual thinking, rather than on

the detailed analysis of each individual indicator.

Well-being is viewed as a complex system. Therefore, complex systems theory and the
type of problems that arise when complexity is underestimated were introduced. The
difference between systems thinking and system dynamics was overviewed and why
the qualitative systems thinking approach is preferred for this research discussed. The
main reason for this preference is that the complexity associated with well-being as a

system makes deducting meaningful insights difficult, as everything is interconnected.

The different tools that can be used with a systems thinking approach were detailed.
CLDs were identified as an important tool to better understand complex relationships
in a system. They are used extensively in participatory processes to include
stakeholders in the process of model-building. A structure such as a CLD makes visible
the direct links that are active in a system and provides a way to follow the chain of
effects and feedback loops. The positive loops (that reinforce each other in the same
direction) and negative loops (that have a self-regulating/absorbing changes/balancing
effect) in the system can be identified. As Videira et al., (2014) point out, balancing and
reinforcing loops can illustrate path dependence, where changes early in the system
lead to those changes being amplified and to the existing system becoming hard to
change. CLDs show the nature and direction of the interactions between variables and

potential leverage points in the system.

The goals of decision-making are very different for a complex system as opposed to a
collection of individual parts. With a systems approach, an overview of the whole

system is required before a solution can be sought. Even so, intervention in a complex
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system needs to be based on accepting uncertainty and change, while also recognising

that the system will make adjustments independent of the implemented policy.

This chapter has described tools that can be used to link components working in a
participatory context. The next step is to determine what the best components to
interlink are when well-being is set in a systems framework. This is investigated in

Chapter 5.

129






5 INDICATOR SELECTION USING A SYSTEMS
APPROACH

Chapter 5 considers the question “are there specific requirements that indicators need
to comply with when part of a system?” To answer this question, this chapter will
compare the usual criteria for selecting indicators for composite or dashboard well-

being measures with three methods that select indicators from a systems perspective.

Indicator selection appraisal is an important component of this dissertation as the
research question of interest is whether understanding the relationships between
indicators can add value and progress sustainable well-being. To answer this question
first requires deciding which indicators to link. While the usual practice is to select
indicators based on individual criteria, this chapter investigates whether different
criteria need to be applied when selecting indicators based on their context as part of
a system. Furthermore, if this is the situation, are there general recommendations that

can be made?

This chapter starts by defining an indicator, then reviews the standard process used to
select indicators to measure well-being trends. Following this selection, some of the
issues identified as problematic in this process are noted. Three approaches from the
literature for determining indicators to represent a system are then described: (1) The
bio-cybernetic approach of Vester (1988, 2004, 2007); (2) The Natural Step approach
of Robeért (2000, 2002); and (3) The Orientor approach of Bossel (1998, 1999, 2000).
The specific requirements identified are then compared with the standard indicator

selection procedure.

Indicators take on greater importance the more complex our lives become. As noted in
previous chapters, there are multiple factors such as globalisation, ecosystem
exploitation, population growth, increased diversity, travel, migration, new
technology, etc.,, that add to the complexity of everyday life. The greater the

complexity, the more we rely on indicators to make sense of our lives, cope with
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change in dynamic systems, and ensure we are acting in accordance with our best
interests and intentions (Senge, 2008; Bossel, 1998). This heightened dependency on
indicators puts more importance on the need to know whether the indicators on which
we rely are fit-for-purpose. Understanding the relationships between indicators may
increase confidence in the indicators we use. Rigour and transparency in the indicator
selection process will improve both the value and scientific credibility of the reported

outcomes (Niemeijer & de Groot, 2008).

The indicator literature is extensive and the intention of this chapter is to provide
some guidance on how indicators should be selected when they are the component

parts of an integrated system, rather providing an exhaustive cover of indicator theory.

5.1 WHATIS AN INDICATOR

Indicator® tracking is the most commonly employed technique to measure changes in
well-being. Depending on the context and the goal of the well-being measure,
indicators are chosen and monitored accordingly. As noted in Chapter 3, where
different well-being measures were reviewed, indicators are generally aggregated to

gauge overall well-being.

Indicators are also used extensively for management and policy to assist and guide
decisions impacting on well-being. Trends in indicators can be used both to raise
awareness of new issues and to evaluate the effectiveness of implemented policy.
Indicators also serve as a good performance measure as they allow comparison both

within and between countries.

Economic indicators are well established, and have been used since in the 1940s (i.e.
GDP. Environmental indicators are more recent. According to Hammond et al., (1995)
the Canadian government instigated the development of environmental indicators in

the late 1980s to simplify information and improve communication on the state of the

4 According to (Hammond et al., 1995, p. 1) the word indicator comes from “the Latin verb
indicare, meaning to disclose or point out, to announce or make publicly known, or to estimate
or put a price on”.
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environment. Around the same time, the Dutch government45 undertook similar
measures, and started using indicators to report to the public on how successfully
environmental goals were being met. A request from the G-7 economic summit in

1989 resulted in the OECD developing environmental indicators.

The term ‘social indicators’ is traced to Bauer’s (1966) edited book with this title.
Despite social data being recorded for some time, data were not collated into statistics
until the early 1970s. This provided quantitative descriptions of social conditions and
trends to direct policy in the USA (Duncan, 1974). Around the same time the OECD
initiated similar efforts to use social data to improve policy. The report “List of Social
Concerns Common to Most OECD Countries” (1973) was a response to the need
articulated at the 1970 OECD meeting for increased attention to be given “to the
qualitative aspects of growth, and to the formulation of policies with respect to the
broad economic and social choices involved in the allocation of growing resources"
(OECD, 1973, p. 3). Table 5-1 offers a selection of definitions that describe the roles

and purposes of indicators.

Table 5-1: Indicator definitions

Advisory An indicator is a summary measure related to a key issue or
Committee on phenomenon that can be used to show positive or negative change. The
Official Statistics evaluative nature of an indicator distinguishes it from the descriptive
(2009, p. 5) nature of statistics.

Hammond et al., [An indicator is] something that provides a clue to a matter of larger
(1995, p. 1) significance or makes perceptible a trend or phenomenon that is not

immediately detectable.

OECD (2008, p. 13) An indicator is a quantitative or a qualitative measure derived from a
series of observed facts that can reveal relative positions... evaluated at
regular intervals, an indicator can point out the direction of change
across different units and through time.

United Nations  Indicators provide a simple summary of a complex picture, abstracting and
presenting in a clear manner the most important features needed to
support informed decision-making.

Patterson and ... an indicator is not merely a number or a statistic. It is a carefully selected
Jolland (2004, operational measurement of some theoretical concept or idea. It is
p.319) selected to inform the decisions of a clearly defined audience and attempts

to measure the essential characteristics of a concept in the most efficient

* Led by Albert Adriaanse from the Dutch Ministry of Housing, Physical Planning, and
Environment, who has written extensively on environmental indicators.
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way possible.

Hunt et al., [Indicators] are used as a vehicle for communicating information in a

(2014, p. 153) summary form about issues important to stakeholders. Therefore, the
choice of indicators must not only match public and political needs, but
also be analytically sound, measurable and easy to interpret.

These definitions show there are many ways to describe an indicator. In general it is
agreed that an indicator is intended as a summary measure to show change and

inform decision-making.

5.1.1 Indicator and variable terminology
For future clarity, a brief pause to discuss the use of the words ‘variable’ and ‘indicator’
is necessary. The distinction is not always clear in the literature especially in relation to

systems.

Bossel (1998) refers to ‘indicator’ to assess the system state. In contrast, Vester (2007)
prefers to use ‘variable’ to describe the nodal points in a system that are flexible and
change over time as a result of interacting. The word ‘indicator’ is reserved to describe
variables that show quick rates of change. Hirlimann (2009) likewise uses the term
‘indicator’ specifically to describe variables that can be measured to show change over

time.

The word ‘variable’ can also be used to describe an aggregation of indicators (Vester,
2007; Hirlimann, 2009). It is also possible for an ‘indicator’ to be broken down in more
detail, at which point the indicator becomes a ‘variable’. Therefore, depending on the
level at which you are operating, the words ‘variable’ and ‘indicator’ can be considered
to be the same. Indicators and variables can be either qualitative or quantitative
measures. The terms ‘variable’ and ‘indicator’ are used interchangeably in the
literature. In this dissertation both words are used to describe the components that

interlink in a system.

5.2 INDICATOR SELECTION FOR MEASURING SUSTAINABLE WELL-BEING

As previously discussed in Chapter 2 many different theoretical frameworks have been
synthesised that set out the important prerequisites for a satisfying life (such as: Alkire,

2002; Max-Neef, 1995; Max-Neef et al., 1991; Sen, 1999, 2008). As Alkire points out, all
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such theoretical frameworks are valid. The frameworks have been designed for a
specific purpose and this in itself validates the choice of what is, or is not, incorporated
into a measure of well-being; each relates to its own context. Constructing universally
accepted measures for well-being (akin to GDP for economic growth) is a difficult task
as such measures need to provide a unifying alternative vision, while simultaneously

respecting the diversity and complexity of well-being (Gasper, 2007).

There is general agreement that well-being comprises both subjective and objective
measures and is multi-dimensional in nature. Whether well-being can be captured with
a composite measure or a dash board of composite measures is disputed. Gasper
(2007) argues that, due to plurality, incommensurability, and the need to consider
context and purpose, a single measure for well-being is not possible. That others
disagree is shown by the different composite measures to gauge well-being outlined in
Chapter 3. Regardless of this debate, indicator selection is a critical part of any well-

being measure.

Indicator selection is acknowledged to be a subjective process with different
underlying values that influence choice (Costanza, 2007; Bossel, 1998; Kettle, 2006;
Alkire, 2002; plus many others). Each society needs to have indicator sets that reflect
their unique histories, traditions, governance, environment, and cultures. The
potential list of indicators that can be used to track well-being is immense. Alkire lists
39 different well-being measures (included as Appendix 1) that all claim to capture the
fundamental, irreducible aspects of living that need to be incorporated into any
measure to show how well-being is faring. This is just a small sample of the many in
existence. As any reported outcome is dependent on the indicators selected for use, it
is possible for very similar situations to be reported differently which is both confusing

and misleading (Niemeijer & de Groot, 2008).

While it is accepted that the actual indicators included are likely to vary, the key
guidelines that should be adhered to when determining a set of well-being indicators

are now put forward.
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5.2.1 Key concepts for selecting indicator sets
The extensive literature on indicators provides suggestions for developing a ‘set of
indicators’ to measure well-being. From this literature the following important

requirements have been identified:

Conceptual framework: Defining what the well-being concept to be measured is, and
why, is the first step in the process of determining a set of indicators. This is followed
by demarcation of the conceptual framework to be used. A theoretical framework
provides the basis for the selection and combination of the indicators into a
meaningful ‘fit-for-purpose’ measure. The use of a framework structures the indicator
selection so that it is not arbitrary (J. Becker, 2010) and provides a yardstick to
determine the relevance of the indicators selected, as well as their credibility and
interpretability. According to the OECD (2008), the quality of indicators and the

soundness of the message provided are dependent on the framework and data used.

Transparency: The selection process for indicators needs to be robust and transparent,
which requires that it be clearly established at the outset. This step includes putting in
place how the metadata will be documented and how assumptions and limitations will

be communicated.

Participatory: Ideally, the indicator selection process is participatory because an
inclusive and collaborative process will achieve greater acceptance (McGillivray, 2007,
Alkire, 2002). A participatory approach will also ensure a wider range of knowledge
sets are considered and the indicator set is more relevant for analytical and policy
needs. As indicator development is not an ad hoc process, bottom-up participatory
processes also require the knowledge input of scientific and management experts

(Harshaw, Sheppard, & Lewis, 2007).

Indicator coverage: As both subjective and objective well-being measures are required,

both quantitative and qualitative indicators are needed.

Selection criteria: This is required to decide whether an indicator should be included in
the set of indicators to measure well-being. Criteria include the type of measure and
whether it is an input or independent measure, an output or dependent measure, or a
process measure (OECD, 2008). Which indicator to use is determined by the goal. For
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example, to evaluate improved education the indicator should measure higher levels
of literacy (output) rather than increased expenditure on education (input). In the
same vein, a well-being measure should be clear as to whether the set of indicators
measures means (e. g. literacy) or ends (e. g. life expectancy) and is not a combination
of both (McGillivray & Noorbakhsh, 2007). Policy interventions are designed on a basis
of means and what needs to be done (Harshaw et al.,, 2007; Morris, 1979).
Ends/outcomes-based indicators are better for evaluating if goals have been achieved

(Harshaw et al., 2007; Veenhoven, 1996).

Comprehensiveness of sub-groups: Well-being as a multi-dimensional concept will
comprise a number of subgroups. The comprehensiveness of these subgroups is
important for the accuracy of the well-being measure. According to the OECD
Handbook on Constructing Composite Indicators (OECD, 2008, p. 22), “These sub-groups
need not be (statistically) independent of each other and existing linkages should be

described theoretically or empirically to the greatest extent possible.”

Correlation and compensability: If indicators are to be aggregated they need to be able
to produce meaningful and relevant trends that can ideally be compared with other
known measures or relevant phenomena (OECD, 2008). To avoid internal
contradictions and double counting, the degree of correlation and compensability
between indicators needs to be considered and corrected for, or made apparent in the

analysis.

Number of indicators: Indicators chosen need to be sufficient to provide a
disaggregated picture. This picture must highlight different aspects of life (Gasper,
2007) while at the same time being limited enough to be manageable to use (Lancker
& Nijkamp, 1999). Alkire (2002) uses the concept of ‘dimensions of human
development’ to reduce the multitude of variables, while at the same time ensuring
important factors are not overlooked. Sen (1999, 2008) does not identify any specific
number of functionings (or subset of functionings) as being of critical importance. He
argues that with the capabilities approach, selection is value based, and, therefore

needs to be made by a transparent process such as public debate.
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Reviewable: The extent to which an indicator set can provide time-series analysis
needs to be considered. Well-being and the satisfaction of basic needs are relative to
time and place. Therefore, indicator sets need a review process to ensure they remain

relevant and current.

5.2.2 Criticisms of indicator selection

As exemplified in Chapter 3 there is a proliferation of indicator sets in use to measure
well-being. Widespread endorsement of these measures has not been achieved for
many different reasons, including the more common criticisms briefly considered

below:

The scientific basis for indicator selection is inadequate: A lack of robust procedures for
selecting indicators makes the information provided difficult to validate (Bartelmus,
2009; Dale & Beyeler, 2001; Parris & Kates, 2003). Measuring well-being is
acknowledged as a difficult task on account of its multi-dimensional nature. While
there have been significant advances made in recent years, especially with regard to
subjective well-being measures (Costanza et al., 2007), issues still remain with the
usability and accuracy of these measures. As a consequence, even recognised well-

being measures should be interpreted and used with great care (McGillivray, 2007).

Lack of a theoretical framework: In many instances there is no theoretical framework
so the choice of indicators is ad hoc and unsystematic (Bossel, 1998; Diener, 1995;
Niemeijer & de Groot, 2008; Noll, 2002). When frameworks are used, rather than
providing a theoretical justification for indicator choice, they instead present the

indicators chosen and show the extent of coverage.

Individualist rather than context-based indicator criteria: When an indicator selection
criterion is used, it is predominantly based on the attributes of the individual indicator.
This results in the indicator being selected for discrete characteristics, rather than in
relation to the context of the system of which it is a part (Niemeijer & de Groot, 2008).
As a result, indicators are selected to achieve comprehensive cover of mutually
exclusive categories rather than for their ability to provide vital links in the system
(Harshaw et al., 2007; Niemi & McDonald, 2004). Multiple guidelines set out the

technical characteristics required of individual indicators; for instance, the indicators

138



must be analytically sound, perceptible to change, quantifiable, cost-efficient, policy
responsive simple, monitorable, specific, etc. (see as examples; Niemeijer & de Groot,
2008; OECD, 2008; Statistics New Zealand, n.d.). In contrast, when considering a set of
indicators how they interrelate through causality needs to be interpreted (Bossel,
2001; Niemeijer & de Groot, 2008). According to Niemeijer & de Groot (2008, p. 23),
“An indicator by itself is like a single data point in a graph, if there are no other data

points in the graph there is no way of knowing the direction of the slope.”

Indicator selection is driven by data availability: When data availability, ease of
collection, and measurability are the rationale for selection (Bossel, 1998; Frashure,
Bowen, & Chen, 2012; Parris & Kates, 2003), overly dense indicator representation in
some areas, and sparse or completely overlooking coverage in other areas, can result.
Collection problems lead to issues such as the lack of coverage of capital stocks
(required to be maintained for sustained well-being). When data availability is a
determinant of indicator selection, quantitative measures rather than qualitative

measures take precedence.

Indicators do not measure the concept they are supposed to: Often the indicator used
is only a partial or representative measure of the issue being considered, and there are
many other aspects that are not taken into account. For example, using the indicator
‘employed’ with a definition of ‘working more than one paid hour per week’*® does not

account for the prevalent problem of underemployment.

Indicators used are based on what has been done in the past: Basing the indicator set
on historical practice and regulation is a widely used method for selection (Niemeijer &
de Groot, 2008). For example, the indicators for the FEEM Sustainability Index are,
“those used in international initiatives and other institutions sourced from relevant
sustainability literature” (FEEM, online). Reliance on established templates can also be
an issue if the categories used are not appropriate. For instance, with the Genuine
Progress Indicator, the subcategories included are not relevant for every country and
need to be adjusted accordingly. A common practice is for a range of indicators to be

selected using a systematic literature search, then an expert panel evaluates and

% http://www.stats.govt.nz/searchresults.aspx?q=how%20many%20hours%20does%20an%20
employed%20person%20work%20by%20definition%20in%20nz
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selects the best indicators (Bossel, 2001; Muhajarine, Labonte, & Winquist, 2012;
Niemeijer & de Groot, 2008; Stordeur et al., 2012). This reinforces continued use of

existing indicators.

Boundary and scale issues: Accommodating the full impact of externalities may not be
possible but those that have strong localised effects may dictate a community’s well-
being. It is a challenge to get indicators to characterise a whole system while at the
same time being simple enough to monitor and model adequately (Dale & Beyeler,
2001). There is always a tension between selecting indicators broad enough to

encompass all situations, without being too broad for use in specific situations.

Indicator sets are determined by developer preference: Indicators are chosen based on
the specific expertise and research interest of the instigators. Alternatively, indicator
choice is based on issues of concern to government and political groups, relevant
policy issues, academic sources, end-users and credibility (Rothman, Robinson, &
Briggs, 2002). When indicators are selected to align with policy there can be problems
such as lack of theoretical robustness, lack of comprehensiveness, and inconsistency

when political goals change (Kulig et al., 2010).

Indicator sets based on consultation lead to ‘consensus science’: The result is a list of
indicators where definitional differences and conceptual validation are downplayed in
the interest of getting an agreed common set (Kates et al., 2005). Rather than being
the outcome of a rigorous process, the final choice reflects the varied aspirations of

those involved (Kates et al., 2005; Vidal-Abarca et al., 2014).

The conceptual framework that meets the desired end result is too narrow: Human
well-being comprises social, economic, and environmental factors, so well-being
measures should ideally cover each of these. Any arbitrary separation is problematic
(Harshaw et al., 2007). If indicators are selected to meet a specific management goal
they can align to a problem rather than the well-being system. Many measures do not
take into account the contribution of natural capital to well-being. Neither the
‘dimensions of human development’ presented by Alkire (2002) nor the ‘capabilities’

approach of Sen (1999) make reference to the contribution of natural capital.
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Thresholds are not set: Each indicator should have a threshold and target to guide
political and social action, but these are hard to determine. If a systems approach is
not used there is a risk that focusing on targets and improvements will promote
progress in individual indicators that is contradictory or detrimental to others (J.

Becker, 2010).

Static and backward reporting: Indicator sets suffer from being static in nature and not
interactive when the system is known to be dynamic (Rothman et al., 2002). As a
result, indicator trends are historic, and report on the past rather than project into the
future. While the OECD handbook (2008) recommends taking into account the inter-
relationships between indicators, this is not generally done because it is difficult

(Bossel, 1998).

These criticisms relate to the principal research question of this dissertation, and
highlight why finding accessible methods to link indicators is considered important.
The multitude of indicators in use is indicative of the confusion and uncertainty about
what needs to be measured when it comes to well-being. While the pluralistic nature
of well-being may mean there is no such thing as a universal indicator set (Alkire, 2002;
Niemeijer & de Groot, 2008), wider agreement on core measures would help the

search for alternatives to GDP.

The rationale for placing well-being indicators in a systems framework is to better
understand the interrelationship between indicators and their interdependence.
Ideally, this will contribute additional knowledge on the well-being system, and, from a

policy perspective, indicate if and when to intervene.

5.3 INDICATOR SELECTION FROM A SYSTEMS PERSPECTIVE

While it is frequently acknowledged that well-being indicators are part of a system
(Durling, 2011; Michalos et al., 2011) and that linkages need to be taken into account
(OECD, 2008), this seldom leads to systems theory being used as the theoretical

foundation for well-being indicator selection.

A brief summary of three theoretical methods that have been proposed to determine

indicator selection using a systems approach are presented in this section. All three are
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‘sustainability’ rather than ‘well-being’ focused, as no theoretical approaches to
selecting well-being indicators using a systems approach were found in the literature
search.” The approaches covered are: (1) The Bio-cybernetics method (Vester, 2007);
(2) The Natural Step Approach (Robért, 2000); and, (3) The Orientor approach (Bossel,
1998, 1999, 2000).

As a precursor to indicator selection, the boundary definition issue is addressed first.
There are different types of boundaries and they can change often (Wolstenholme,
2003). Boundaries exist in both physical (e.g. territorial) and non-physical (e.g.
accounting, disciplinary) forms. They can be between organisations and the
environment, different organisations, or different parts of the same organisations.

Mental or cultural divides between individuals also form boundaries.

Application of a systems approach requires strong a priori assumptions about what
belongs in the system and its domain. A boundary change influences what is included
or excluded, who is likely to be impacted, and the facts and information relevant to the
system (Ulrich, 2000). Transparent boundary selection is necessary; however, the
appropriateness of a boundary judgement can only be determined by those whom it

affects (Ulrich, 1987). Reference to data availability or accepted current boundaries is

* The following searches were undertaken to find literature that provided a theoretical basis
for selecting well-being indicators from a systems perspective. The first was a ‘Scopus’
database search as follows:

Keywords Level 1: Wellbeing OR “quality of life” OR “well being” OR “life satisfaction”
AND Level 2: system*

AND Level 3: indicator w/20 select*

AND NOT Level 4: animal

PwNPR

In the subject areas ‘Social Sciences’ and ‘Environmental Sciences’, 42 publications were
identified. All abstracts were checked, and the full publication read where the abstract was
relevant to the search topic. Second was the “Web of Science’: Search was done with as Scopus
except NEAR substituted for w/20. Results identified 67 publications in the Social Science
subject area. These were checked as per Scopus. Third was ‘Discover’: Search done as with
Scopus, except AND substituted for w/20. Results identified 620 publications in total. Ranked
by relevance, the first 100 publications were checked as per Scopus. Fourth was ‘Google
Scholar”: Keywords Level 1: Wellbeing OR “quality of life” OR well being” OR “life satisfaction”
AND system* AND indicator. This provided 96,400 results. The 4™ result identified the work
published by Bossel. In addition to the database search, 175 articles that relate to indicators in
the dissertation end note library have been checked.
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insufficient, as systems need to include what ‘ought to be’ there as well as ‘what is’

there (Ulrich, 1987).

Critical Systems Heuristics (CSH), which combines systems thinking with practical
philosophy, is Ulrich’s (1987) solution to resolving boundary issues. CSH requires the
answering of 12 questions covering four distinct areas (sources of motivation; power;
knowledge; and legitimacy) in both the ‘is’ and ‘ought’ mode. While it is acknowledged
that boundary judgements are subjective, according to Ulrich (2000, p. 258) by
answering these questions, “it is possible to unfold the partiality (selectivity) of an
assumed system of concern from multiple perspectives, so that both its empirical
content (assumptions of fact) and its normative content (value assumptions) can be

identified and can be evaluated without any illusion of objectivity”.

Once boundary issues are resolved, indicators need to be selected for their ability to
comprehensively cover all the key elements of a system, and do so in a way that does
not exceed information-processing ability (Vester, 2007, Meadows, 2008; Hirlimann,

2007).

5.3.1 Bio-cybernetics

The underlying foundation for Vester’s (1988, 2004, 2007) bio-cybernetics*® approach
is that a system has the same attributes as a living structure, so therefore good
systems practice can be based on what happens in nature. The work of Frederic
Vester®® has become more internationally known since the 2007 translation of his

book ‘The Art of Interconnected Thinking’ into English, and the commercial availability

*8 According to Pangaro (1991), cybernetics comes from the Greek word kybernetes meaning
the “art of steering” and relates to having a goal and taking action to achieve that goal. The
word ‘governor’ is also derived from the same root. The concept of feedback comes from
cybernetics, as to know if you have reached your goal or are getting closer requires
information to come back to you. In 1948, Norbert Wiener wrote ‘Cybernetics’ about the
science of control. Powerful descriptions are the most important result for those that practice
cybernetics. Models of organizations, feedback, goals, and conversation can all be used to
understand the capacity and limits of a system whether it is technological, biological, or social.
* Vester (1925-2003) a German professor of biochemistry, and a member of the Club of
Rome.
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of the systems-based strategic planning software developed by Vester & Hester

(1980).°°

As with nature, the pre-determined goal of any system is to enhance its viability
(Vester, 2004). Vester’s criteria for system viability is based on eight rules derived from
nature: self-regulation, growth independency, orientation to functions, the Jiu-Jitsu
principle,51 multiple utilisation, recycling, symbiosis, and biological design. These rules
incorporate the necessary checks and balances for a symbiotic relationship between
humans and the environment. In addition, complying with these rules, in Vester’s

opinion, provides a way to ensure a system is represented comprehensively.

Vester (1988) believes, as did Dorner (1997) and systems theorists like Forester,
Meadows, and Senge, that no problem can be solved without understanding the
system in which it is embedded. Lack of wider system understanding results in poor
goal description that focuses on the immediately visible problems or isolated
components, and does not take into account unintended consequences. The typical
response is over reacting and intervention, rather than creating possibilities for self-

regulation and improved viability.

For Vester (2007) variables chosen to portray a system need to: (1) be quantities that
can change; (2) be system nodal points; and (3) allow the interactions between the
variables to reveal the structure of the system. To represent a system, variables need
to cover a spectrum of activities including economic and environmental factors, as well
as the feelings and actions of those active in the system — referred to as spheres of life.
Variables also need to cover different physical bases, different dynamic bases, and
system-relatedness and control. Detail in one area does not compensate for missing
data in another area as the lack of information results in a gap in understanding of the
overall system. The number of variables in the system should be minimised, with the

ideal number of variables to represent a complex system somewhere between 20 and

**The software is sold as Malik Sensitivity Model®Prof.Vester. The price for a Professional
version licence for 5 years in 2013 was €25,000 or $\741,000.

> Vester describes this as using clever leverage techniques where a small amount of controlled
energy can be applied to change the direction of a large force.
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40.> However, the actual number of variables used is not as critical as their combined
composition. The overall combination needs to make the correct links and represent
all important variables at a similar level of detail. Understanding of the system is
revealed based on pattern recognition (Churchman, 1974; Vester, 2007), therefore the
goal is to see the ‘face’ or pattern of the system rather than be obsessed with the
detail — which is not possible with a complex system. When modelling a system, Vester
proposes not being concerned with quantitative data, but instead applying ‘fuzzy

logic’>?

to get a whole picture of the system. The goal is to understand not only the
interconnections, but also the strength, nature, and direction of the interaction

between parts.

This concept is illustrated in Figure 5-1 where it is possible to recognise Abraham

Lincoln without the detail of a full photograph.

Figure 5-1: Computer portrait of Abraham Lincoln (Source: Vester, 2007, p. 54).

According to Vester (2007) a system can be sufficiently represented if it covers the
principle system criteria of the “Criteria Matrix” set out in Table 5-2. At a minimum, all
seven spheres of life and their associated matter, energy and information flows must

be covered.

>2 According to Vester (2007), the group theory of mathematics and the synergetic studies of
Haken (2004) indicate that it is possible to show even very complex systems with a small
number of variables as long as the right criteria are covered and the right connections made.

>3 The theory of ‘fuzzy logic’ is attributed to Zadeh (1965). Fuzzy logic is a way to make use of
imprecise knowledge that cannot be measured accurately but where relativities are known
such as ‘slightly greater than’ or ‘slightly less than’.
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Table 5-2: Vester’s Criteria matrix for variable selection

Questions to identify system variables to cover the Spheres of Life

Participants

Variables that are people related. Who are they? Who is present? The
people involved/Participants/Population/the parties, e.g. population
structure and dynamics, working people, age structure.

Activities Variables that are activities. What is taking place? What are they
doing? E.g. structure of economy, activities, capital, production, debt.
Area Variables that are place based. Where does it happen? What happens

where? E.g. location, use of buildings, land use, place.

Mood/feelings

Variables that relate to how people feel, e.g. social structure, quality
of life, security, education, health, how people feel, state of feelings.

Natural balance

Variables that show how participants affect natural resources. What is
the natural balance/relation to the environment? How does the
resource budget function? Environmental relations — how does the
distribution of resources work? Exchange with the environment —
consumption of raw materials, energy and water, recycling, waste,
harmless products, soil quality, climate influence.

Interconnections

Variables that allow participants to connect. What channels of
communication are there to allow participants to connect? E.g.
infrastructure, transport and access, telecommunications, traffic,
information processing.

Organisational
structure

Variables that show how participants are organised/regulated?
Organisational structure/Communal life/Internal order. What rules
apply? What are the rules, laws and culture? How is everything
regulated? How are participants organised and regulated? E.g. local
government, taxes, legislation, planning procedures.

Questions to identify system variables that are physical

Material/Matter

Variables primarily material in character, e.g. buildings, raw materials,
means of production, people, animals, plants, vehicles, food supply,
transport routes, etc.

Energy

Variables primarily energy-related/energetic in character, e.g. power
consumption, workers, energy carriers, financial strength, decision-
making authority.

Information

Variables primarily information-related and communication-related in
character, e.g. media, decisions, exchange of information, orders,
perception, acceptance, attractiveness, explication, decision-making
processes.

Questions to identify system variables that are dynamic

Flow determinants

Variables express primarily flows of matter, energy, or information
within the system, e.g. power consumption, traffic, commuters,
instructions. Concerned with flows rather than stocks.

Structural
determinants

Variables serving to determine structure rather than flow, e.g. green
spaces, population densities, traffic network, diversity of jobs.

Temporal dynamics

Variables that at the same location change at a given time or that
possess a temporal dynamic, e.g. seasonal activity, elections, climatic
factors, transport timetables.

Spatial dynamics

Variables that differ depending on location, e.g. waste water,
infrastructure, traffic, land use, ecosystems.

Questions to identify system variables that are system-related

Opens system to
input

Variables that open the system to input through outside influences,
e.g. rainfall, imports, tourism, national legislation.
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Opens system to
output

Variables that open the system to output through inside influences,
e.g. commuters leaving the city, exports, national taxes. These
variables have an impact on adjourning systems and influence
surrounding parts of the system.

Endogenous control

Variables that are influenced or controlled by internal processes or
actions. Among other things, these are a measure of the system’s self-
sufficiency or autarky. These are endogenously controlled, internally
influenced variables that are controllable through decision-making
processes or actions taking place inside the system under study.

Exogenous control

Variables that are influenced or controlled by external processes or
actions. Among other things, these are a measure of the system’s
dependency. Exogenous control/influenced externally/variables which
are subject to/controlled by decision-making processes or actions
taking place outside the system under study.

Source with changes, Vester (2007, pp. 212-214)

The Criteria Matrix provides a checklist to ensure variable selection is comprehensive.

It is possible for one variable to cover a number of criteria. If a zero appears in the

criteria matrix vertical sum, or the totals have an unusual distribution, this indicates

important variables may be either overlooked or over-represented. If this occurs,

variables need to be redefined to capture the diverse picture of the system under

study. The process of variable identification and criteria matrix examination is

recursive until a well-structured system is defined. This can be accomplished by

bringing together stakeholders.

The key points for Vester (2007, pp. 53—60) when selecting variables to represent a

system can be summarised as:

1. Not mixing up the different levels of a system and trying to capture all data. An

excess of information, is not more enlightening than an absence of

information.

With an excess of information important dimensions of

interconnections (direct, indirect, feedback loops and time delays) are
unnoticed. Detail does not help grasp reality, as detail means the brain goes
into analytical mode rather than the pattern-recognition mode, which is
required to make key systemic connections. Pattern recognition requires data
to be stripped back to key components that interconnect.

Avoiding compartmentalisation, as this does not represent reality. The role of a
sector in a system can only be determined by the interrelationships in the

system — not from detailed information about that sector. Appreciating the
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network of effects in a system as a result of linkages helps users understand
potential unintended consequences, and why past well-planned interventions
did not play out as intended. An isolated study of a sector is considered to be
of limited practical use for decision-making.

3. The variables selected should be indispensable to adequately describe the
system under consideration and the questions of interest.

4. Variables should cover both qualitative and quantitative influences, as both are
required to understand the behaviour of the system.

5. Variables should not be selected to fine-tune the system but to monitor
flexibility to adapt to disruption.

6. Variables should not be chosen on their ability to be projected or extrapolated
as quantitative values, as this is not appropriate for understanding the long-
term behaviour of a complex system.

7. Interpretation of the system does not rely on the variables themselves, but on
cybernetics of their interdependence. When the interplay between variables is
understood, this allows answering in a qualitative way such questions as:

a. Which effects will be provoked if certain variables in the system are
modified?

b. What are the effective leverage points in the system that allow
modifying variables to achieve the desired changes and innovations

within the whole system?

8. Determining variables selection is context dependent. According to Vester
(2007, p. 218), even very similar systems will always be ‘one-offs’ and vary
from location to location. There is therefore, a strong argument for using a

bottom-up/participatory process.

For Vester (2007), a systems approach is about understanding the qualities and
development potential of a system, to see how the system behaves and copes with
change in order to become more resilient and to enhance the viability of the system.

Therefore, a sustainable pattern of development should be based on a logistic S-
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curve’® rather than the exponential curve that most societies have displayed since the
Industrial Revolution (Vester, 1988). This theory is supported by many works, for
example Holling & Gunderson (2002) and Diamond (2005). The growth of any entity
causes the organisational structure to change from quantities to interconnected
systems, and new ‘systemic laws’ to evolve. Problems that arise in such systems are
not overcome by more data capture, but by the application of cybernetic rules that
emphasise self-regulation, vulnerability to disturbance, irreversibilities, and limits.
Vester (2007) has used his systems approach (in diverse applications that cover city
and regional planning, ecology and business strategies) to facilitate a move away from
experts tackling separate projects with detailed precision, to understanding and

learning from the overall context.

5.3.2 The Natural Step (TNS)

The Natural Step (Robért, 2002) philosophy recognises the importance of using a
systems approach to deal with complex issues, and as a means to increase knowledge
without ‘drowning in information’. Detailed knowledge of any part of the system is
considered less important than identification of the relevant and essential aspects of
the system and its purpose. Using a systems approach is promoted as a way to solve
problems upstream and proactively deal with problem causes, rather than continually

providing short-term fixes to downstream symptoms (Robert, 2002).

The underlying foundation for TNS is the ‘Four System Conditions’ which are basic
sustainability principles that place importance on using resources efficiently, and at a
pace that does not exceed the rate of regeneration and waste assimilation. According

to Robert (2002, pp. 65—74), nature cannot be subject to systematically increasing:

1. concentrations of substances extracted from the Earth’s crust,
2. concentrations of substances produced by society, and

3. degradation by physical means.

** With a sigmoidal (S) curve there is exponential growth at first that slows and converges to
the resource base (carrying capacity) to avoid overshoot and collapse. At the inflection point
there is a shift in loop dominance from a reinforcing loop to a balancing loop. When the
demand is small relative to the resource base and limits are distant, the positive loop
dominates. As the adequacy of the resource base declines the balancing loop becomes
dominant.
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The fourth condition is in a sustainable society humans are not subject to conditions

that systematically undermines their capacity to meet their needs.

‘The Five Level model’ set out in Table 5-3, structures the process to use when applying

the TNS approach to selecting indicators to ensure it is not ad hoc.

Table 5-3: The Five Level model

Levels

Process

The Systems level (1): Principles for the
constitution of the system (e.g. ecological
and social principles)

Describe the system and the key flows and
connections within the system essential to the
overall functioning of the system.

The Success level (2): Principles for a
favourable outcome of planning within the
system (e.g. principles for sustainability)

Understand how the system works to identify
conditions for success. Success requires a clear
definition of the objective.

The Strategic level (3): Principles for the
process to reach this outcome (e.g. to
meet principles for sustainable
development)

Set strategic guidelines to be used for all
decisions to ensure change is in the right
direction and provide guidelines for how to
strategically approach the objective.

The Actions level (4): Actions, i.e. concrete
measures that comply with the principles
for the process to reach a favourable
outcome in the system (e.g. recycling and
switching to renewable energy)

Determine actions to make progress, provide
solutions, build capacity, help learn and evaluate
progress. Every action should be assessed in
terms of the strategic guidelines before
implementation.

The Tools level (5): Tools to monitor and
audit

With the various tools (techniques, models,
procedures and measuring methods, including
indicators) monitor the actions (level 4); ensure
they align with the strategy (level 3) to achieve
the objectives (level 2) for the system (level 1).

Sources with changes: (Cook, 2004; Kettle, 2006)

TNS emphasises the need, when working with a complex system, to have a robust
definition of the objective of the system. This definition provides a lens for the
identification of the relevant and essential aspects to include (Ny, MacDonald,
Broman, Yamamoto, & Robért, 2006). Purpose can be used as a way to determine
boundary issues and ensure the key essentials for arriving at the system objective are
taken into account (Missimer, 2013). Flexibility needs to be maintained to allow
creativity, as sustainability principles can be successfully achieved in different ways.
The high level principles are a means of ensuring a consistent approach is applied,
while at the lower levels there is the flexibility to choose the indicators most

appropriate to the system under review (Kettle, 2006).

TNS has been used and refined over a period of more than 20 years by practitioners

from business and government (see, e.g. Robert 2000; Robeért et al., 2002; Ny et al.,
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2006, Missimer, 2013). As with Vester’s approach, the TNS takes its lead from nature,
and emphasises the resilience in the cycles of nature, and why we must respect and

live within these limits.

5.3.3 The Orientor approach

Bossel (1998, 1999, 2001) asks orientor questions to determine system indicators.
Using a hierarchical approach, indicators are selected to determine first the viable
state of the component parts, and then the contribution of the component parts to the
performance of the overall system. Bossel, as with Vester and Robert, advocates the
use of a stepped approach to selecting indicators for a system. The steps involved are

(Bossel, 1998, p. 98):

1. Make clear the ultimate goal, which is the reason for the need for indicators in
the first place

2. Make clear the ethical reference in terms of the relationships with other
systems that humans depend on (e.g. ecosystems) or whose fate humans
determine (e.g. other species)”

3. Determine the important subsystems to include. Important subsystems are
identified thorough the collation of knowledge about the subsystems, their
relationship to the total system, and the appropriate system boundary

4. Define indicators that satisfy orientors (concerning existence, effectiveness,
freedom of action, security, adaptability, coexistence, and psychological needs)

adequately, for both the subsystem and the whole system.

Indicators need to answer the orientor questions set out in Table 5-4 to provide
information about the degree to which each orientor is being satisfied. The answers to
these questions can be sought in two ways — through qualitative information from
people with an understanding of the topic, or through the use of quantitative data. The
first six orientors (or guideline questions) are a checklist for what is important in a
system, and apply equally to all self-organising systems at all scales (individual,
community, region, nation). The last orientor question is specific to human systems

(Bossel, 1999). Each orientor is a unique requirement that must be maintained at a

>> Bossel (1998) advocates adopting a partnership ethic that recognises all unique and
irreplaceable systems have an equal right to exist and develop.
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minimum level of satisfaction. A deficit in one area cannot be compensated for by a
surplus somewhere else. For instance loss of ‘soil quality’ cannot be compensated for
by better ‘air quality’. Only when all indicator requirements have been met can the
overall system performance be raised by improving the situation of an individual

orientor.

For Bossel (1998), indicator choice for a system is dictated first by the need to provide
a ‘picture’ and essential information about the health and viability of the system. With
the orientor approach, a system needs to operate within its ‘environment’ to be viable.
A viable system is defined as one that can survive and sustain itself in the environment
to which it adapts. This requires functioning within the following environmental

conditions:

e The normal environmental state, which can vary within a certain range and still
remain normal

e Resource scarcity

e Variety due to the different processes and patterns that naturally occur in a
system

e Variability resulting in occasional fluctuations outside normal range

e Change over time, which is part of the evolutionary process

e Other systems, the behaviour of which has system-specific significance

Second, indicators are required to meet the interests, needs, or objectives of users,
and to provide sufficient information to intervene in a system. This intervention needs
to accord with the system’s objectives, and allow the assessment of how successful the

changes imposed were.

With subsystem indicators these need to show the trend of the subsystem, and prove
that in itself, it is independently viable. Because systems are by nature nested, Bossel
(2000) proposes two sets of questions.56 The first relates to the viability and health of
the subsystem, and the second to how the subsystem contributes to the viability of the

total system. In complex systems there are likely to be multiple layers to consider.

*% This is not always done see Bossel, 1999, Table 3. p. 40
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Table 5-4: General scheme for finding indicators

Orientors to determine how well the
system/subsystem functioning in its
environment

Subsystem performance
What does the current
state of the sector system
imply for the integrity,
viability, and
sustainability of the
subsystem?

Contribution to total
system

What does the current
state of the sector
system imply for the
integrity, viability, and
sustainability of the
total system?

Existence:>’ The system must be compatible
with and able to exists in the normal
environmental state. Therefore information,
energy, and material inputs to sustain the
system must be available (as with Vester).
People must be able to live comfortably where
they reside.

Is the system able to exist
and subsist in its
environment?

Does the subsystem
contribute its specific
share to existence and
subsistence of the total
system?

Effectiveness: The system should on balance
(over the long term) be effective and to a
lesser extent efficient in its efforts to secure
required scarce resources (information, matter,
energy) and to exert influence on its
environment. The system must have the
resources to create habitable environments
(effective) and minimise the use of time and
resources (efficient)

Is it effective and efficient?

Does the subsystem
contribute to the
effective and efficient
operation of the total
system?

Freedom of action: The system must have the
ability to cope in various ways with the
challenges posed by environmental variety.
The system needs flexibility to choose best
option to achieve goals.

Does it have the necessary
freedom to respond and
react as needed?

Does the subsystem
contribute to the
freedom of action of the
total system?

Security: The system must be able to protect
itself from the detrimental effects of
environmental variability, i.e., the variable,
fluctuating and unpredictable conditions
outside the normal environmental state. The
system can protect itself and deal with
unexpected or extreme change

Is it secure, safe, stable?

Does the subsystem
contribute to the
security, safety, and
stability of the total
system?

Adaptability: The system should be able to
learn, adapt and self-organize to generate
more appropriate responses to challenges
posed by environmental change. The system
must be able to gradually change to fit
imposed circumstances

Can it adapt to new
challenges?

Does the subsystem
contribute to the
flexibility and
adaptability of the total
system?

Coexistence: The system must be able to
modify its behaviour to account for behaviour
and interests (orientors) of other systems in its
environment. Other actors impact on a
system’s behaviour.

Is it compatible with
interacting subsystems?

Does the subsystem
contribute to the
compatibility of the
total system with its
partner systems?

Psychological needs: Sentient beings have
psychological needs that must be satisfied.

Is it compatible with
psychological needs and
culture?

Does the subsystem
contribute to the
psychological well-being
of people?

Source with changes: Bossel (1998, Table 4. 5; p. 99) and Bossel (1999, p. 31). ltalics indicate

the environmental condition.

>’ This includes the need to be able to reproduce.
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Indicators chosen must cover all orientor questions.58 Bossel believes that with a
systems approach, indicators should not be grouped or aggregated. It is possible to
simplify reporting by saying that if all indicators (representing the orientors) are in a

satisfactory state, the system is ‘viable’ or ‘healthy’.

Bossel’s approach is described by Kettle (2006) as ’esoteric’ and difficult to implement.
Bossel himself acknowledges that determining suitable indicators for a system is
difficult, and that complexity prevents gaining a full understanding of any total system
(Bossel, 1999). However, he argues even limited understanding of connectivity more
closely replicates the real world in which decisions are made, and as such systems
approaches are worth pursuing. Indicators function to increase understanding of self-
organisation, and the change of behaviour required to respond to feedback loops in a

system rather than trying to predict future outcomes (Bossel, pp. 62 & 64).

According to Bossel (1998) the orientor questions cover the essential systems aspects
of any self-organising system, human or not. The basic orientors are similar to the
basic needs of Max-Neef et al., (1991) discussed in Chapter 3. Bossel’s framework for
systemic indicator selection can also be considered to cover similar criteria to Vester,

according to Schianetz & Kavanagh (2008).

5.4 SYSTEM COMPARED TO NOT-SYSTEM INDICATOR SELECTION

The discussion of the different approaches of Vester, Robert, and Bossel to identifying
indicators from a systems perspective highlights some distinguishing attributes that set
them apart from selecting indicators for composite or dashboard type well-being
measures (i.e. not a system perspective). Table 5-5 sets out guidelines for indicator

selection and identifies some of the commonalities and distinctions.

¥ To answer the seven different orientor questions for three subsystem classes®® for
subsystem performance, and the contribution to total system, results in at least 42 indicators
(3x7x2=42).
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Table 5-5: Indicator selection guidelines differentiating between system and not-system

indicator selection

Indicator selection guidelines System | Not-
system
The ultimate goal needs to be explicit. The first step is to describe the v v

purpose/aim of the measure the indicators contribute to and the key
components that need to be tracked.

If indicators cover different dimensions (e.g. the environmental, social
and economic dimensions of sustainability) there should be a balanced
number of indicators measuring each dimension.

v

The ethical reference point you are working from needs to be stated.
Ethical choice is reflected in indicator selection.

<

<

The value from indicators is largely determined by the appropriateness of
the indicators used and how well they fit with the theoretical concept
being measured.

<

<

The selection of indicators to use is determined by the system itself, as
indicators need to provide a balanced picture of the system. Indicators
should be similar in their level of importance to the overall system.

Indicator selection is subjective and the final choice should be a v v
structured participatory process.
The selection of indicators to use is determined by the users, as indicators v

provide information for successful intervention and a way to monitor
success.

The minimum number of indicators that capture the main components
should be used. Only indicators that provide essential information that
cannot be obtained from clever use of other indicators should be
included.

Rates of change provide the most important information about change in
the system and are, therefore, important candidates for indicators.

<

The ideal indicators provide essential information about the health
(viability) of the system and its rate of change, and about how that
contributes to the systems goals.

<

Thresholds are required so indicator deficit/surplus can be evaluated.

Relatedness and interdependence is key criteria for being part of a
system, therefore selected indicators must all interrelate.

Indicators need to be easily recognisable, their role clear, and whether
they are a positive or negative measure made explicit.

There needs to be understanding of the systemic and dynamic nature of
processes and boundaries, as all systems will be embedded in a larger
total system containing many feedback loops.

ANERNER NERN

The actual number of variables is less important than their proper
composition because if you embark on a system analysis with an
incomplete picture the analysis will be biased.

<

If only qualitative knowledge is available, for example, the standard is
acceptable/not acceptable this should be used, as it can be included. This
type of information cannot be aggregated into a composite or dashboard
measure but with a systems approach can provide input without
expensive and time-consuming quantitative measurements.

Capturing key components rather than data availability is the criteria for
selection. This reduces biasing towards conventional thinking rather than
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what is needed for future problem solving/decision-making. Effort should
go into improving accuracy and comparability, rather than using lack of
availability/reliability as an argument.

<
<

Qualities in one indicator should not be duplicated in another to avoid
double-counting.

<

Indicators should not be selected to direct a system to an optimal point
as this implies a static destination. Instead, indicators should show
progress towards a more complex, resilient, and viable system. It can be
said if all indicators are in a satisfactory state the system is ‘viable’ or
‘healthy’.

<

If the system has identifiable subsystems each needs to be ‘healthy’ and
‘viable’ for the overall system to be ‘healthy’ and ‘viable’, i.e. resilient.

A deficit in one indicator cannot be compensated by an over-achievement v
of another.

Analysing the similarities and differences in Table 5-5 identifies that there are specific
requirements with which indicators need to comply when they are part of an

interlinked system.

The system itself drives the indicators selected for use, as a balanced picture of the
entire system needs is required. There needs to be understanding of the systemic and
dynamic nature of processes and boundaries, as all systems will be embedded in a
larger total system containing many feedback loops. The actual number of variables is
less important than that their proper composition provides a complete picture, able to
show whether the system is ‘healthy’ and ‘viable’ and how it is changing. If there are
subsystems, each must have indicators that show the subsystem is ‘healthy’ and

‘viable’.

Indicators should ideally have thresholds to identify any ‘deficit’ or ‘surplus’. The
occurrence of either of these two situations is considered a limiting factor in the

system that needs to be addressed.

Relatedness and interdependence are criteria for being part of a system. Therefore,
selected indicators must interrelate. Indicators should all be similar in their level of
importance to the overall system. Aggregation into an overall score is not an objective,

as each part of the system is in itself of importance.

When selecting indicators from a systems perspective, qualitative indicators can be

included (this is not possible with aggregated composite or dashboard measures).
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Indicators are not chosen to optimize the system but instead to guide progress

towards a more complex, resilient, and viable system.

5.5 SUMMARY

This chapter has considered the procedure for selecting well-being indicators based on

their role in an interlinked system.

It first set out the attributes of an indicator and then overviewed the standard
recommendations for selecting well-being indicators. There is a substantial amount of
literature on indicators and indicator selection, and this discussion focuses on high-
level principles for selecting indicator sets, rather than on the required attributes of
individual indicators. It also identified some of the commonly recognised problems

associated with selecting indicators to measure well-being.

Three approaches for selecting indicators from a system perspective were presented.
These were sustainability centred, but considered equally applicable to well-being.
Distilled from the three approaches were specific requirements when selecting
indicators from a systems perspective. These were then compared and contrasted with
the standard approach to selecting well-being indicators to identify key differences.
From this it was concluded that there are additional requirements with which

indicators need to comply when they are chosen to represent a system.

The next chapter outlines the method developed to interlink indicators, which is
implemented in the three different case studies undertaken as part of this research. In
the WR-GPI case study (Chapter 7) indicator selection from a systems perspective is

applied.
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6 METHOD FOR INTERLINKING INDICATORS

To answer the principal research question: “Does understanding the relationships
between indicators add value and progress sustainable well-being?” a way is needed to
link indicators. The challenge addressed in Chapter 6 is: “What method can be used to
determine the links between indicators, and better understand the resultant cause-

and-effect relationships?”

This chapter describes the method developed. It combines CLDs and matrices and is
referred to as ‘interlinked thinking’. Interlinked thinking aims to meet the needs of
groups, or individuals, who are non-technical and do not have the systems modelling
and simulation skills, such as those used by the system dynamics community. These
people are aware of the external processes that impact on their work responsibilities
and want these to be more visible and explicit, but do not have accessible tools and/or

the technical knowhow to progress along this pathway

First, the philosophy on which interlinked thinking is based is briefly revisited. The
steps undertaken to use ‘interlinked thinking’ are then described and a worked
example provided. Graph theory is briefly covered as the matrix approach used has its
origins in graph theory. This is followed by a summary of the outputs from interlinked

thinking and an argument for why this method has value.

6.1 INTERLINKED THINKING PHILOSOPHY

The method for interlinked thinking reflects the philosophy of Meadows (1989, 2008),
Vester (2007), Hjorth & Bagheri (2006), Northrop & Connor (2013), Hirlimann (2009),
Olaya (2012), and others, that the right approach to dealing with complexity is not
greater data capture for increasingly detailed analysis, but a more holistic
understanding of the system structure and the important interrelationships. Instead of
dealing with complexity by storing and evaluating more information and data, the

approach is to understand how the system structure (its interlinkages) determines the
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behaviour (Hovmand, 2014; Meadows, 2008). In line with this view Hovmand (2014)

states:

When we can understand a system by understanding its component parts
and then infer what a system will do, what matters most are strength of
associations between causes and effects ... it is less important what the
actual harvest rate is or what the actual birth rate is than the fact that it is
positive and embedded within a feedback loop. Changes in the strength of
association will generally have little impact on system behavior, whereas

changing the structure will. (p. 9)

Complex system problems are hard to understand because the emergent behaviour of
the parts interacting as a system respond in ways that cannot be predicted by the
properties of the individual components (Hovmand, 2014; Senge, 2006; Sterman,
1994; Vester, 2007). It is also possible for the same structure to produce different
system behaviour and for a structure that generates desirable outcomes in one time
period to generate unwanted behaviour in another. For example, a reinforcing
feedback loop can produce exponential growth or exponential decline. It is also
possible for entirely new structures to emerge as a result of the dynamics that exist

within a system.

The interlinked thinking method focuses on structural rather than dynamic complexity.
While understanding dynamic system behaviour over time is important, a core
assumption of the systems paradigm is “that behavior arises out of system structure”
(Meadows, 1989, p. 70). A failure to recognize feedback loops distant in time and
space impacts quality decision-making (Moxnes, 2004). Better comprehension of
potential long-term change allows alternative strategies to be considered by decision-
makers. The provision of “better tools to understand and simplify structural complexity
will permit a more efficient policy design process” (Oliva, 2004, p. 331). Interlinked
thinking is intended as an additional tool to improve understanding of the structural

complexities and strategic inter-relationships in a system.
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6.2 THE INTERLINKED THINKING METHOD

This section describes the process to carry out the interlinked thinking method. It is
ideally used in a participatory context, but can also be a desktop exercise. The steps
are described as they would be completed over two workshop sessions. The steps and

how they relate are set out in Figure 6-1. Then each step is described in detail.

4 N
Step 0: Select indicators to connect
\ J
|
( N
Step 1: Link indicators into a system using
CLD rules
\ * J
4 N\

Step 2: Transcribe the links and polarity.
Produce: (1) Model diagram (2) Links
matrix and (3) Tree branches

¥

Step 3: Determine the roles of indicators in
the system

{ Step 4: Analyse feedback loops in the

system

!

Step 5: Determine intervention points

S — S —

V

Step 6: Run What-ifs?

Figure 6-1: The interlinked thinking method.
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6.2.1 Step O: Select indicators for the system
If indicators are not already decided, the guidelines set out in Chapter 5 can be used to
determine the indicators to link. Chapter 7 provides a worked example of how to apply

the guidelines.

6.2.2 Step 1: Link indicators into a system using CLD rules
Participants connect the indicators chosen to represent the system following the rules

for constructing CLDs described in Chapter 4. The process is as follows:

1. Participants are provided with the indicators to connect, which are printed
randomly on large sheets of paper.

2. Participants connect indicators by drawing in the direct links and designating
the polarity of the links (i.e. whether the effect is an increase or decrease with
an increase in the initial indicator). If the effect is likely to take place over time,
the approximate length of that delay is indicated. The appropriate time unit
depends of the system being studied and can represent hours, days, years, or
any other weighting. Units are not important for the outcome. For the worked
example in this chapter, the following were used to represent years:

a. Nodelay=1
b. Shortdelay=3
c. Longdelay=10

3. The rationale for each link is documented (as per Links Sheet, Appendix 6h).
With the interlinked thinking method CLDs are not constructed by experts with
input from participants. Instead, participants work together and determine the
links they consider important. Documenting the links is especially valuable

when links are debated or less intuitive.

Figure 6-2 is a worked example of the outcome of Step 1.
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C
+ There are four indicators in
@ - this system A, B, C and D
connected by six links with
+ polarities shown by 4+’ or ‘.

The // indicates delays, of 3

A and 10 time units.
R2
+ +

R1 and R2 are reinforcing

B1 feedback loops. Bl is a
10 .
balancing loop.

Figure 6-2: Worked example of Step 1. The CLD.

6.2.3 Step 2: Transcribe links and polarity

Next, the links are transcribed for further analysis as follows:

1. Based on the CLD, a links matrix spreadsheet is constructed to show the links in
the system. Links are shown with a ‘1’ where an increase/decrease results in an
increase/decrease and ‘=1’ where an increase/decrease results in a
decrease/increase.

2. Based on the CLD diagram, tree branches™ are created. These branches show
the indicators that link to and from each specific indicator. The expanding
branch ends when: (i) there are no predecessors or, (ii) an indicator has already
been identified in the tree structure (this is shown with brackets). Cause trees
give the backward links that feed into that indicator. Use trees give the forward

links that flow from that indicator.

Table 6-1 and Figure 6-3 show the outcomes from Step 2.

> Vensim™ has functionality to generate CLD diagrams as well as use and cause tree branches.
Vensim™ also provides information on loops generated, which can be used as a check to make
sure that no links have been missed/incorrectly transcribed.
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Table 6-1: Worked example of Step 2: The links matrix

o0 | wm|>
1
=

-1

In the matrix, the ‘1’ at the intersection of row A and column C shows a link
between indicators A and C that is in the same direction. The -1’, at the
intersection of row B and column C shows a link between indicators B and C

that is in the opposite direction.

Cause tree Use tree
D—B C—— (A)
A <
(A) >A -
C D B
(B)

Figure 6-3: Worked example of Step 2: The tree branches.

The trees branches make it possible to move backwards or forwards to see the
influences between indicators. For example, if the desire is to impact on A, the cause

tree shows this can be done through either B or C.

6.2.4 Step 3: Determine the roles of indicators in the system

To determine the role of an indicator and how strongly it impacts the overall system
the links matrix is used (Vester, 2007; Harlimann, 2009). Taking the absolute values in
the links matrix spreadsheet, the rows and columns of the Influence matrix are
summed to determine four types of roles in the system. These key roles are important
as “they are likely to have a bearing on a large number of issues and research

guestions” (Niemeijer & de Groot, 2008, p. 22)%°. Key roles are:

a. Active — Indicators with a high row sum have an ‘active’ role in the system.

These indicators are of major importance as they trigger change and

% For indicator analysis, Niemeijer & de Groot (2008) apply a process they refer to as causal
networks.
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development in the system. They are indicators that can be steered to
influence the system and have considerable leverage on other indicators. The
higher the active score, the more the variable impacts on the system’s
performance.

b. Passive — Passive indicators are calculated by summing the column numbers in
the matrix. Indicators with a high column sum are sensitive and react strongly
to changes in the system. They are useful to determine the response of the
system. A small change elsewhere will result in considerable change to a
passive indicator, but passive indicators have limited ability to influence other
system factors.

c. Critical — Critical indicators are determined by multiplying the active sum by
the passive sum. A high product signifies a critical indicator. Critical indicators
have a strong role in the system as they have a major impact on the system
through feedback effects on other indicators. They influence and are strongly
influenced by other system factors. They are usually essential for the survival
of the system and removal may result in the system’s partial or complete
collapse (Schonenberger et al., 2014).

d. Buffer — When the active sum multiplied by the passive sum produces a low
product this indicates a buffer indicator. These indicators have the capacity to

absorb impacts and slow the effects of change.

If additional information about the strength of the impact is available it is possible to
include this weighting61 in the matrix. Table 6-2 is an example of a role matrix which is

the outcome of Step 3.

®1 Vester (2007) uses weighting (e.g. 0, 1, 2 and 3) but, as pointed out by Hiirlimann (2009), this
assumes an active sum made up of 3 links (1+1+1) is equal to one link of strength 3, which may
be false. | therefore restrict my analysis to the use of 1 and —1.
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Table 6-2: Worked example outcome of step 3. The role matrix

Critical

and

A B C D | Active Buffer

A 1 1 2 4

B 1 -1 2 2

C 1 2

D -1 1 1
Passive 2 1 2 1

Bold = Identified active, passive and critical indicators. /talic = buffer indicator

6.2.5 Step 4: Analyse feedback loops in the system
Analysis of feedback loops is accomplished by running the computer algorithm62
detailed in Appendix 2. Using the codified links matrix as input, a report summary is
generated that gives:
(i) the number of feedback loops of which an indicator is part and the number
of links ‘to’ and ‘from’ that indicator;
(ii) all the unique loops in the system and whether they are balancing or
reinforcing;
(iii) loops for each indicator and whether the loop is reinforcing or balancing;
(iv) what happens to the system when an indicator is removed. This is shown

by the number and percentage of the loops that remain in the system and

2 The code for the algorithm that generates the reporting spreadsheet (in Excel) was
separately commissioned as part of this research. It was written in python by Tomas Burleigh
Behrens. Hiirlimann’s Section B.5.2 pseudocode in VBA written in German was used as a start
point (see Hirlimann, 2009, p. 226; Section B.5.2 Used pseudocode in VBA). Hirlimann uses a
number of different algorithms in his work. The coding done by Tomas Burleigh Behrens was to
my specification. At my request it does all the analysis in one run and is in a format that is easy
to distribute to other users. It also extends the analysis beyond that of Hirlimann by
calculating balancing and reinforcing loops and providing a link count.

In his book (based on his PhD) “Dealing with Real-World Complexity. Limits, Enhancements and
New Approaches for Policy Makers”, Hirlimann (2009) demonstrates the use of different types
of matrices to analyse the relationship between the variables. He sets out the theory for using
(i) cross-time-matrix, (ii) cross delay matrix, (iii) cross-effect-matrix, and (iv) path analysis to
give more insights into the relationships between elements of a system and determine
intervention points. Hlrlimann’s theory is that in the real world policy-makers description of
the relationship between cause-and-effect is fuzzy and that matrices provide a semi-
guantitative method to help make relationships visible. By Hirlimann’s own account (2009, p.
xi) the matrices approach “... can be used when searching for the best possible indicators or

|”

the right intervention, without the need for constructing a simulation model.” See Hirlimann

Chapter 7 for more detail.
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provides an indication of how essential a specific indicator is to the

structure of the system; and,

(v) the link counts that show the number of times a link is traversed in the

system. From the large number of interacting indicators these isolate a

smaller number of links that control the system.

Table 6-3: Worked example outcome from Step 4: Report summary from algorithm

(i) Summary of
loops by indicator
and links to and
from each
indicator.

(i) All unique
feedback loops in
the system.

(iii) The feedback
loops each indicator
isin. The example
shown is for
indicator A.

(iv) What happens
when an indicator is
removed? If Ais
removed no
feedback loops
remain in this
example.

(v) Link count
showing number of
times a link is
traversed.

Loops
indicator
belongs Links
Indicator to Links to | from
A 3 2 2
B 2 1 2
C 2 2 1
D 2 1 1
Total loops in
system 3
Reinforcing (R1) A C
Balancing (B1) A D B
Reinforcing (R2) A D B C
Loops that start
with A
Reinforcing (R1) | A C
Balancing (B2) A D B
Reinforcing (R2) | A D B C
Indicator Number of Number of Number of | %
removed feedback reinforcing balancing remaining
loops loops loops
Intact 3 0 3 100.0
A 0 0 0 0.0
B 1 1 0 33.3
C 1 0 1 33.3
D 1 1 0 33.3
From Indicator To Indicator | Count
A D 2
C A 2
D B 2
A C 1
B A 1
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The analysis of feedback loops is carried out to see the patterns in a system and

understand its structure. Feedback loops can be interpreted to show the following:

1. System behaviour. The total number of feedback loops gives an insight into
how the system will behave. A small number of feedback loops suggests the
system is dependent on external factors. A large number of feedback loops
suggest a self-sufficient system (Vester, 2007).

2. Short and long feedback loops. Many indicators in a feedback loop highlight a
time lag for response to the initial indicator change. If unnoticed, long time lags
may result in unpreventable repercussions. Short loops indicate a more swift
reaction (Vester, 2007).

3. Importance of indicators to the whole system. The importance of a specific
indicator to the whole system can be determined from the number of
feedbacks that remain in the system if the indicator is removed (Vester, 2007).

4. Interlinked structure. In an interlinked structure, ‘essential interconnections’
and ‘points of emphasis’ in the system can be identified by the number of links
into and out of an indicator (i.e. active, passive, critical and buffer) (Vester,
2007).

5. Long-term behaviour through feedback loops. Reinforcing and balancing
feedback loops show the way the system behaves in the longer term. If
balancing feedback loops dominate the system it is self-regulating and more
likely to remain stable when disturbances occur (Vester, 2007). If reinforcing
feedback loops dominate the system it is less stable and at risk of not
remaining viable in its current state. It is the feedback structural elements of a
system that mostly determine stability (Schoenenberger, Schenker-Wicki, &
Beck, 2014). Reinforcing feedback loops are a source of growth or decline in
systems, while balancing feedback loops are self—correcting63 (Videira et al.,

2014). Insufficient stabilising balancing loops means the system develops in an

% While it is generally true that negative feedback loops stabilise a given system and

large numbers of positive feedbacks can destabilize a given system the behaviour between
extremes is more complicated (Cinquin & Demongoet, 2002). Cinquin & Demongoet
(2002) provide examples where negative feedback can lead to expanding oscillations due
to over correction and become a source of instability, and positive feedback can be
stabilising. This paper focuses on biological (processing of information at cellular level) and
chemical reactions (autocatalysis).

168



uncontrolled manner and is at risk of collapse (Beck, Schoenenberger, &
Schenker-Wicki, 2012; Cinquin & Demongeot, 2002; Ford, 2010;
Schoenenberger et al., 2014). At some point a balancing (or negative effect)
will always come into force as no system can grow unabated forever (Ford,

2010; Vester, 2007).

On its own the proportion of balancing and reinforcing do not indicate if a
system is stable (or not) as this depends on the nature of the balancing loops. A
small number of balancing loops can keep a system stable if they are well
designed and effective. The ratio of balancing to reinforcing loops can be used
to show the system complexity and level of uncertainty. To test more
categorically if a system is stable requires a quantitative system dynamics

model.

Stability according to Vester (2007) can be influenced by how balancing and
reinforcing feedback loops are distributed between long or short cycles. If the
balancing effect is a short cycle this can generate a swift reaction for a quick
return to stability. By experimenting with removing individual indicators it is
possible to see how this impacts the ratio of balancing and reinforcing

feedback loops, and gain insights into how the system is controlled.

The indicators indispensable to preserve the stability of the entire system can
be determined by taking an indicator out of the system (Beck et al., 2012;
Schoenenberger et al., 2014; Vester, 2007). If a variable can be removed with
no or little influence on the overall feedback structure it has little influence
overall (Vester, 2007). A potential way of determining change in stability within
the system is by comparing the ratio of remaining negative to positive
feedback loops with the corresponding ratio in the intact system (Beck et al.,

2012).

Pattern of interconnections. If a part of the system has only a small number of
close interconnections this may be a subsystem that depends on the system

but does not influence it (Vester, 2007).

169



6.2.6 Step 5: Determine intervention points

Intervention points are calculated to allow consideration of potential places to
intervene in a system. Any identified intervention point is determined relative to the
other indicators in the system and needs to be considered in this context before action
is taken. Intervention points can be calculated in two ways through the use of

interlinked thinking: the Vester method and the Hiirlimann method.

6.2.6.1 Vester method

The Vester method for identifying intervention points is based on the role of the
indicator. Active indicators that also have a high active/passive quotient value can be
considered as potential intervention points in a system (e.g. indicator B in Table 6-4).
Active indicators are preferred because they are more ‘manageable’ in that they have
a strong influence on other components, without the system having a strong influence
on them. A high quotient provides a way to select between the different ‘active’
indicators. It is possible for some ‘active’ indicators to also be categorised as ‘passive’—
if they have a large number of links that go to them (e.g. indicator A in Table 6-4). A
low quotient identifies these indicators as not suited for intervention due to their high
degrees of connectivity in the system. Any intervention via this indicator will be

difficult to manage due to the higher level of uncertainty in the system.

Table 6-4 is a worked example of the Vester approach to intervention points in a

system.

Table 6-4: Worked example of the Vester approach to intervention points in a system

Active/

Passive

A B C D Active | Quotient

A 1 1 2 1

B -1 2 2

C 1 0.5

D -1 1 1
Passive 2 1 2 1

Bold = recommended intervention point (indicator B).

6.2.6.2 Hirlimann method
The Hirlimann (2009) method uses a separate matrix that is called the cross-time

matrix (CTM). This is constructed from the ‘role matrix’ (see Table 6-2). Each link in the
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role matrix is assigned a time period (e.g. no delay = 1; short delay = 3; or long delay =
10) and this becomes the CTM. The mean value of the row is calculated to give the
delay produced (DP), and the mean value of the column calculated to show the

received delay (RD).

An indicator with a low DP transmits stimuli quickly through on-going links, whereas an
indicator with a high DP transmits stimuli slowly. Likewise, an indicator with a low RD
quickly receives a pulse through the system, whereas a high RD receives an impulse
more slowly. Overall, a system with high DP and RD values reacts slowly to change,
whereas low DP and RD values mean change occurs more quickly (Beck et al., 2012).
Table 6-5 is a worked example of a CTM. In this matrix the delay between indicators C
and A is three times that between B and A. The average received delay for indicator A

is 2.

Table 6-5: Worked example of the cross-time matrix (CTM)

A B C D DP
A 1
B 1
C 3
D 10 10
RD 2 10 1 1

The next step in the Hirlimann method is to plot the active sum for each indicator
(from the role matrix as in Table 6-2) against the DP mean value for each indicator
(from the CTM as in Table 6-5). Graph quadrants are drawn based on the median of
the active sum (y-axis) and the median of the delay produced values (x-axis). Figure 6-4

provides the final output as generated by the Hirlimann approach.

171



2.5 -
' I
A,B
24 @
€ 15
(7]
(] C D
2
g 1 - * L
0.5 -
O T T T T 1
0 2 4 6 8 10 12

Delay Produced

Figure 6-4: Worked example of Hiirlimann approach to intervention points in a system.

If an intervention point with a short execution time is desired, the preferred indicators
are those with a high ‘active’ sum and low DP (found in Quadrant I). In some situations
it can be more desirable for an effect to diffuse slowly so a combination of high ‘active’
sum and high DP works best (Hurlimann, 2009). These indicators are located in

Quadrant Il.

By including a time component in the form of delays, the CTM allows for the fact that
not all impacts are immediate. Limited dynamics are thereby included in the
interlinked thinking method. The CTM matrix also provides information on how fast
impacts spread through a system, and the liveliness or sluggishness of the system

overall (Beck et al., 2012; Hirlimann, 2009; Schoenenberger et al., 2014).

With all intervention points it is important to consider whether the indicator is directly
controllable. Only indicators that can be controlled by the decision-makers are suitable

intervention points in a system (Beck et al., 2012).

6.2.7 Step 6: What-ifs

The linked models developed by participants can be used in conjunction with the
algorithm and reporting output to explore different what-ifs. A base what-if can be run
and then changes can be made that allow comparisons. The models can be
manipulated by adding or removing links, adding or removing an indicator, changing an
indicator definition, changing the polarity of a link, etc. Figure 6-5 shows how the

model can be changed by adding a link.
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What-if: How does the system
change if a new link (dotted) is
added?

Figure 6-5: Worked example of Step 6: The what-if model.

What-if analysis is a tool to promote visualisation of cause-and-effect and explore
closed-loop thinking. A what-if incorporates all of the feedback loops for the indicator
of interest. By separating off interesting parts of the system for further analysis
individual feedback loops and the assumptions behind relationships can be examined

in detail (Vester, 2007).

What-ifs can provide a deeper understanding of how a given system will operate under
alternative assumptions in a real world context. Hypothesis can be tested and
explored; for example what happens if a polarity is reversed? The objective is to
prompt people to explore potential outcomes and widen their thinking on an issue
beyond their immediate sphere of interest. Examining loops and adding dialogue can

add value and generate insights (Sedlacko et al., 2014).

The starting point for what-if analysis is the particular question of interest and the
relevant indicators and links. What-if analysis provides a flexible way to explore
intervention points and see the path dependency (Videira et al., 2014). What is
important is showing the environment, the relationships and the pattern of effects

when a change in one indicator sets off a chain of reaction.

Alternative what-if questions are followed through links to see what happens. When

individual models are constructed with different links by separate groups comparing
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the what-if outcomes shows how mental models generate different results. Multiple
iterations can be done adjusting indicators and links to see the system effects and to
deepen understanding. Qualitative what-ifs are done for the same purposes as

guantitative system dynamics model simulation runs.

There are a number limitations associated with what-ifs. Some indicators can have a
large number of feedback loops which makes manual analysis challenging. As with
scenario analysis using system dynamics models what-ifs are run purely for
understanding and not to predict what is going to happen. The what-if process is
manual rather than computer simulated which limits the extent to which outcomes of a
partial system can be tested under alternative sets of assumptions. What-if are not dynamic
therefore only take into account the first ‘cause-and-effect’ stage. What-ifs emphasise
the role of feedback loops and overlook the important role of accumulations in a
system (Richardson, 1997; Lane, 2008). With what-ifs, as with other forms of

modelling, there is always the risk of drawing the wrong conclusion.

6.3 GRAPH THEORY

This section provides a brief introduction to graph theory as the matrices approach

applies this technique to determine feedback loops in the system.

The mathematical sub-discipline of graph theory64 is a recognised method to analyse

the structure of interactions between variables (Wenger, Harris, Sivanpillai, & DeVault,

* In a similar way to graph theory, network analysis can be used to understand complex
systems. Newman (2003) documented a wide range of situations where the network analysis
approach has been successfully used for this purpose. It has been used extensively to depict
social structures and show how social ties are an important means to transmit behaviour,
attitudes, information, and goods (de Nooy, Mrvar, & Batagelj, 2011). Network analyses are
considered to be powerful when rapid learning is required about a system and there is limited
knowledge (Bezuidenhout, Bodhanya, Sanjika, Sibomana, & Boote, 2012).While the
foundations come from graph theory, network analysis also employs ideas and
methods from algebra and statistics (Bezuidenhout et al., 2012, p. 1841). The study of
networks is part of the general scientific area of complexity theory (Buchanan, 2002).
As with graph theory, when you apply network analysis you start with a graph that is a
set of vertices and a set of lines between pairs of vertices. “A network consists of a
graph and additional information on the vertices or the lines of the graph.” (de Nooy et
al., 2011, p. 8). Network analysis provides a way to visualise a system as well as a tool
for systematically assessing links in a system and identifying critical points where
interventions can be targeted (Bezuidenhout et al., 2012).
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1999). With graph theory, relationships are portrayed using directed graphs (or
digraphs) that have vertices (or nodes) connected by arcs. Directed graphs present
each variable as a vertex that is linked to another variable via a directed arc such that:
“if variable A; has an impact on variable Bja directed arc is drawn from A; to B/”
(Wenger et al.,, 1999, p. 111). A signed digraph includes (+) plus or (-) minus signs
which makes it possible to establish if the effect is augmenting or diminishing. A vertex
that has a lot of ‘arcs’ and is centrally located responds to many other parts of the
system. Therefore the sum of outgoing arcs for each vertex can be used to show the
degree of leverage that particular vertex provides. A path refers to the number of
directed arcs from one vertex to another and its length is the number of arcs. A
positive path has an even number of minus (-) signs and a negative path and uneven

number. A closed path starts and ends at the same place and is called a ‘loop’.

Matrix algebra can be used to generate the direct and indirect links between variables
in the system. Digraphs can be formatted as Adjacency matrices. An Adjacency Matrix

(ajj) is defined as:
a;=1if A; has an impact on B; . If A; has no impact on B; then a;=0.

Analysis of the matrix can also be done visually, with clusters in the matrix indicating
subgroups. The generation of loops among the variables allows exploration of

diminishing and amplifying pathways.

Wenger et al., (1999) used graph theory to analyse the structure of interactions among
ecosystem stressors. This example investigated the interrelationships between
ecosystem stressors and the extent to which this increases risk. A binary scale was
used to assign numerical values (according to whether they are ‘strong’, ‘unilateral’,
‘weak’ or ‘disconnected’) to stressors based on the degree to which they contribute to
ecosystem risk. Wenger et al., (1999) proposed analysis of the paths and loops in the
system as a step towards understanding the complexity of a system and moving
“beyond the ‘single stressor-single endpoint’ paradigm by taking into account the
combined actions of multiple stressors and by focusing on multiple assessment

endpoints” (Wenger et al., 1999, pp. 110-111).
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Matrices have also been used effectively to analyse the structure of systems dynamics
models. Klaassen, Ooms & Paelinck (1978) reduced J. W. Forrester’s world model to a
system of five equations with the use of matrices, and showed how the complexity was

a result of feedback loops in the model.

6.4 OUTPUTS FROM INTERLINKED THINKING

The interlinked thinking method was designed to meet the expectations of the
stakeholders who participated in the Greater Wellington Region Mediated Modelling
workshops. It is also possible to use interlinked thinking in any situation where people
want to explore the connections between different components, but do not have

systems expertise or much time to invest. Interlinked thinking provides:

1. Avisual representation of the system and its links to help people understand
the system in which they are operating.

2. The indicators the system is highly dependent on. This output is provided by
the algorithm giving the number of feedbacks an indicator is part of, and the
percentage remaining in the system if the indicator is removed. When the
removal of an indicator results in the loss of a large number of balancing loops
the system becomes less stable.

3. A way to trace how a proposed change in the system initiates actions via
multiple paths that loop back to the indicator that generated the initial change.

4. How cause-and-effect progresses through the system to impact other
indicators linked to the changed indicator.

5. Whether the impact happens quickly (a small number of indicators in the
feedback loop), or over a long period of time (a large number of indicators in a
feedback loop so a time lag). This can also be calculated based on time, if delays
are included.

6. The different roles indicators have in the system, e.g. active, passive, critical,
buffer.

7. ‘What-if’ options that can be experimented with (as described in section 6.2.7).
For example what is the impact of a change in the polarity of an indicator (e.g.
from + to -) or adding or removing a link?

8. Potential intervention points in the system.
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9. The strong connections in the system.

10. Whether the system is stable or unstable as shown by the balancing to
reinforcing loops generated (as described in section 6.2.4 )

11. The degree of complexity in the system as measured by the number of
feedback loops and links.

12. A method that can include any desired indicators as a system. It is not defined

by what is measurable.

The main contributions made by models are to facilitate the scope to explore and
understand key relationships (Rothman et al., 2002). These outputs all support this

contention.

6.5 DISTINGISHING CHARACTERISTICS OF INTERLINKED THINKING

The combination of CLDs and matrices has been used by others (see for example: Beck
et al., 2012; Hirlimann, 2009; Schoenenberger et al., 2014; Vester, 2004, 2007; Videira
et al., 2014). However, these applications have not been in the well-being area or
applied in the same way as interlinked thinking. Some have involved stakeholders
(Vester, 2007; Videira et al., 2014), while others have been more theoretical in nature
(Harlimann, 2009; Schoenenberger et al., 2014; Beck et al., 2012). The interlinked

thinking method can be distinguished from other applications in the following ways:

How CLDs are derived: CLDs are not constructed by an expert with input from
participants. Instead, participants work together and debate the links they consider
important. Links are transcribed into a matrix and an algorithm is used to generate the

CLDs.

Participants readily share their mental models: Only two workshops sessions of a
maximum of 180 minutes duration are required. These can be run within a few days of
each other. Participants can work as one group or in separate groups. Separate groups
allow comparisons between different models and thereby further opportunity to

expose diverse mental models.

A large number of links can be included: Links in the system represent the agreed on

direct seminal links considered of most importance to the system by the participants
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involved. The input of the participant therefore determines the outcomes. Interlinked
thinking has the capacity to incorporate a large number of links, thereby more closely
reflecting the situation in reality. It does not try to simplify issues down to the bare

bones.

Easily communicated: As how outputs are generated is very transparent they can be
readily communicated to the end-user, or the general public. Outputs are not data
dependent. Indicators and links can be input into software, such as Vensim™, to
enhance visualization of the system being studied and generate ‘use’ and ‘cause’ trees.
The matrix outputs are easily presented in a spreadsheet, and show all the feedback
loops in the system for every indicator. With the interlinked thinking method, the
strength of association remains visible even when, for example, they extend to 9™ or

10" order effects at the end of long causal chains.

Understanding the ways indicators interlink is the aim: Interlinked thinking focuses on
understanding the interaction of indicators and potential impacts. It does not require a
defined problem as the start point. At the same time, interlinked thinking can be

problem-oriented if this is the stipulated purpose of undertaking the study.

Strong links in the system are calculated: Interlinked thinking calculates strong links
based on the number of times a specific link is traversed by the different feedback

loops.

Does not require experts or specialist software to run: Vester’'s method, for example,
requires the purchase of the expensive Sensitivity Modelling software and involves an
extended series of workshops. The outputs from interlinked thinking can be achieved
with a spreadsheet and a computer algorithm available free on request. Vensim™ is an

optional enhancement for presentation.

Can be uplifted and applied for multiple uses: The interlinked thinking method is not
restricted to well-being, but can be uplifted and applied by any individual or group
wanting to consider their area of interest from the perspective of an integrated ‘whole’

and work with, rather than ignore, complexity.
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6.6 SUMMARY

This chapter first described the philosophy underlying the method developed for

interlinked thinking.

The six steps of the interlinked thinking method were then outlined. Interlinked
thinking provides an innovative, comprehensive, and systems approach to linking
indicators. It uses causal loop diagramming to determine links between indicators and

then analyses those links using graph theory.

How workshops involving participants are run was described, and the typical outcomes
listed. Because it is not data dependent, interlinked thinking is useful for a complex
system, such as the well-being system to which the case studies for this dissertation
relate. Complex systems do not necessarily obey laws that can be uncovered by data

analysis (Olaya, 2012).

The distinguishing characteristics of interlinked thinking were outlined to clarify the
contribution made by this research. A significant difference with the interlinked
thinking method is that connections between indicators are made first, and then the
analysis of the feedback loops is undertaken. Outputs from this analysis inform
participants about the key indicators in the system, the number of feedback loops and

potential intervention points in the system.

Interlinked thinking advances beyond qualitative modelling to provide a semi-
quantitative analysis. The interlinked thinking method developed as part of this
dissertation fills a need by providing an innovative process to connect indicators, whilst
also having the scope to involve participants and be easily implemented. It is of most

value when time is limited and participants are not familiar with systems analysis.

The case studies to follow (in Chapters, 7, 8 and 9) highlight different features of
interlinked thinking. Interlinked thinking can be used in a participatory context (to be
described in the case studies of Chapter 7 and 8) or carried out as an independent
desk-top exercise (to be described in the case study in Chapter 9). Chapters 7 and 9
consider indicator selection requirements from a systems perspective (as was

described in Chapter 5). The case study described in Chapter 8 demonstrates the
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differences between groups that can occur when interlinked thinking is used. The

Chapter 9 case study illustrates the application of cause and use trees.

The next chapter describes the WR-GPI, the first of the three case studies undertaken

to test interlinked thinking.
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7 GREATER WELLINGTON REGIONAL COUNCIL
CASE STUDY

The Greater Wellington Regional Council case study, detailed in in this chapter, focuses
on the question: “How do you select the appropriate indicators to measure well-being,
and, what insights can be gained from applying the method developed to understand
the relationships between these indicators?” This case study brings together the
material previously discussed in Chapters 4, 5, and 6 to provide an answer. Chapter 4
discussed systems theory and its value when working in the context of complex
systems such as well-being. Chapter 5 considered the issue of selecting indicators from
a systems perspective and what specific criteria apply. Chapter 6 then described the

interlinked thinking method as a way to connect indicators.

The lack of understanding of how the various indicators interact is an acknowledged
limitation of the Wellington Region Genuine Progress Index (WR-GPI) (Wellington

Regional Strategy Office, 2011, p. 9):

There is also interaction among all aspects of the framework, although we
are far from knowing all the constituents and determinants of these

interactions

Stakeholders participating in the Wellington Region Mediated Modelling workshops as
part of the SP2 project identified that research was needed to provide an integrated
picture of how the indicators used to measure well-being in the Wellington region

impact each other.

Lack of understanding of how indicators interrelate comes up regularly in the literature
on well-being (Self et al., 2012) and indicator use (OECD, 2008). The authors of the
Canadian Index of Well-being, recognised leaders in the measurement of well-being,
state explicitly that they are far from knowing all the constituents and determinants of
what contributes to human well-being and the extent of the interaction among the

factors (Michalos et al., 2011, p. 7).
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As pointed out by Coleman (1998) a goal of a Genuine Progress Index is to integrate
social, economic and environmental realities to show their interdependence. The
objective of interlinking indicators is, therefore, to bring together in a systems
structure the different indicators used to measure well-being to better understand

how the indicators impact on each other and the resultant behavioural patterns.

This chapter first provides the context for the case study. It then looks at different
options for determining the indicators to use to measure well-being in the Wellington
Region. This is followed by a description of the workshop process undertaken with
participants to consider the relationships between the WR-GPI indicators. The

outcomes of the analysis undertaken using interlinked thinking are then provided.

7.1 THE WR-GPI CASE STUDY CONTEXT

The WR-GPI was developed as part of the Wellington Regional Strategy (WRS) and is a
joint project between the nine territorial authorities and the regional council.®® The
WR-GPI is used to track and report on changes in well-being in the region. It was first
published in 2011 and updated in 2014. The existing WR-GPI framework is based on

the nine community outcomes categories in the WRS as depicted in Figure 7-1.

Prosperous  Entrepreneurial  Healthy Healthy Connected Sense of Quality Regional Strong &
Community & Innovative  Environment Community Community  Place Lifestyl Foundations Tolerant
Community

Figure 7-1: Wellington Region Genuine Progress Index Structure. (Source: Wellington
Regional Strategy Office, 2011). The Indicator numbers in the circles have been added.

® In New Zealand local government is made up of territorial authorities that comprise city and
district councils and regional councils.
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Each of the nine community outcomes has indicators (circles in Figure 7-1 give the
number of each) that are used to measure if the current trend direction is desirable or

not.

To select indicators, the criteria used were: (i) whether the data came from a reliable
or official source; (ii) whether it clearly showed change over time; and (iii) whether it
was easy to understand (Wellington Regional Strategy Office, 2011). In addition, data
were required to be valid, repeatable, able to be aggregated or disaggregated,
culturally meaningful and relevant, available, and cost effective (Durling, 2011).
According to Packard (2009) these criteria were developed by assessing the selection
criteria for indicators used by other organisations, such as the Ministry of Social

Development and Te Puni Kokiri. %

The process of deciding which indicators to use for the WR-GPI| was done via a series of
workshops. The process was top-down, involving experts, staff and invited groups,
rather than a bottom-up community participation exercise (as was done, for example,
for the construction of the Nova Scotia GPI). Stakeholders invited to be involved were:
the Wellington Regional Strategy Committee; Greater Wellington’s Sustainability
Committee; Ara Tahi®’; Population Health Division of the Planning and Funding
Directorate of the Capital and Coast District Health Board; Greater Wellington staff
responsible for the Regional Policy Statement, and 16 expert commentators (Packard,

2009).

Greater Wellington staff decided on the final indicator set. For a number of suggested
indicators there were no data or inadequate data. This led either to the dropping of
indicators or to future data collection being prioritised. Stakeholders considered
weighting indicators, but as no statistical or empirical grounds were established for
assigning any indicator a greater or lesser value, all indicators were given equal

weighting.

® The Government's principal adviser on the Crown's relationship with iwi, hap, and Maori,
and on key Government policies as they affect Maori.

® Ara Tahi is a leadership forum of Greater Wellington Regional Council and its six mana
whenua partners.
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Data for each indicator are collected annually where possible. These data are then

indexed and aggregated in different ways. For example:

e Across the ‘regional’ level to compare the indexed GPI trends in well-being with
regional indexed GDP.

e At the ‘aspect’ level (i.e. economic, environmental, social, and cultural as
shown in Figure 7-2).

e At the ‘community outcome’ level (i.e. the bottom nine categories in Figure

7-1).
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Figure 7-2: Overall WR-GPI trend and Economic, Environmental, Social and Cultural trends
2001-2010. (Source: Wellington Regional Strategy Office, 2011).

As part of the 2014 update of the WR-GPI this research reviewed the method of
constructing the WR-GPI well-being measure. Questions that were considered

included:

1. Are the indicators selected to measure well-being in the region the most
appropriate?

2. Should the number of indicators used be more or less?

3. Are the indicators measuring the right thing to determine well-being? For
example, in the WR-GPI a decrease in ‘Total energy consumption per capita’ is

positive. If energy consumption decreases but the fossil fuel component
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increases this is not a desired outcome. A better measure would be fossil fuel
use per capita.

Are the indicators grouped correctly? Trends are determined by how the
indicators are aggregated. Does aggregation obscure important information?
For instance, when data are indexed and aggregated, the economic trend as
shown in Figure 7-2 implies unemployment can be compensated in terms of
well-being by more household and community work. Are the trends produced
the result of cause-and-effect? For instance, unemployment can increase
household and community work.

Are the indicators aggregated of similar importance as they have equal
weighting? For example, with the WR-GPI the indicators ‘Perception that
graffiti, vandalism and litter is a problem’ and ‘Perception of the role of culture
and cultural activities in forming a sense of national identity’ rate as of equal
importance to ‘Percentage of population living in deprivation’ and ‘Life
expectancy’.

Is the right story being told about well-being when objective and subjective
measures for the same thing are aggregated? For instance, the measured data
for ‘Air quality’ in the region, which indicate that air pollution is improving, are
countered when aggregated with ‘Residents rating of air quality’, which shows

the trend as getting worse.

These issues with the current WR-GPI framework were all discussed as part of the WR-

GPIl workshops on interlinked thinking.

7.2 THE WR-GPI CASE STUDY PROCESS

The case study for the WR-GPI was undertaken in two separate stages. The first stage

was a desktop analysis of the indicators used in the WR-GPI, undertaken by the

researcher as a precursor to applying interlinked thinking. The 86 indicators used in the

2011 report were analysed using different techniques (detailed in section 7.2.1) to

decide what should be included or excluded in an ideal well-being measure. The

output was a reduced set of indictors to use in the workshops as it was not feasible to

interlink all 86 indicators.
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When the need to use a reduced indicator set was first raised doubt was expressed by
a Wellington Regional Council staff member that the WR-GPI indicator set could be
further refined and agreed on. Concern was also expressed that any systems model
developed while useful to indicate interconnections, would not be sensitive enough to

reflect gradual change and therefore of no use for policy purposes.

The second stage (detailed in section 7.3) describes the two workshops hosted by
Greater Wellington Regional Council where the interlinked thinking method as
described in Chapter 6 was tested. Participants were members of the WR-GPI working
group who were reviewing the WR-GPI framework and indicators. These workshops

follow the steps set-out in Figure 6-1.

7.2.1 Analysis of indicators used in the WR-GPI (Step 0)

As discussed in Chapter 3, there are many different ways and measures used to
determine if well-being is moving in a desirable direction. Some measures, such as the
Genuine Progress Indicator, make monetary adjustment to the personal consumption
component of GDP to compensate for unacknowledged impacts on society and the
environment caused by economic activity. Other methods use selected indicators that

are indexed and aggregated to generate composite measures.

There are no fixed criteria to determine which indicators should or should not be
included in well-being measures (Alkire, 2002; Forgie, 2007; McGillivray, 2007). As a
result there is considerable variation in both the number and type of indicators used to
measure well-being both in New Zealand and in other countries. As the first step when
linking indicators is to determine which indicators to link, the following approaches

were tested to see if they could provide an acceptable rationale for indicator inclusion:

Commonality
Influence matrix analysis

Principal component analysis

A

Systems criteria
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7.2.1.1 Commonality approach68

The commonality approach justifies indicator selection based on what is done
elsewhere. This approach is frequently used in the absence of a conceptual framework
that provides a sound theoretical foundation for indicator selection. To test this
approach, the WR-GPI and nine other weII—being69 measures were analysed to

determine common indicators. The measures compared were:

1. NZ Genuine Progress Indicator (Forgie & McDonald, 2013). The data covers
each year for the 1970-2006 period and uses 20 indicators.

2. Working Towards Higher Living Standards for New Zealanders: May 2011 (The
Treasury, 2011). The data covers the 1970 to 2010 period but not for every

year. There are 44 different indicators.

3. Measuring New Zealand’s Progress Using a Sustainable Development
Approach: 2008 (Statistics New Zealand, 2011). The data covers the 1987 to
2010 period but not for every year. There are 85 different indicators grouped

under 15 topics.

4. Measuring and Reporting Community Outcomes (Waikato Regional Council,
2012). Data cover the 2000-2011 period. In total, 117 indicators are used,

grouped by 5 high-level topics, and 43 sub-categories.

5. NZ Institute "nzahead" Sept 2010 (The New Zealand Institute, 2010). The data
cover the 1990-2008 period, but not for every year. The 60 indicators are

grouped under 16 topic headings.

6. Wellington Region Genuine Progress Index (Wellington Regional Strategy
Office, 2011). The data cover the 2001-2010 period. The 86 indicators are

grouped under 9 community outcomes.

7. Quality of Life Survey Six Councils Report (2012) (ACNielson, 2013). For this

biannual survey 28 indicators are used.

®® The analysis undertaken for commonality was presented at an indicator workshop hosted by
Statistics New Zealand in 2014. The report can be found at:
http://www.sp2.org.nz/assets/Documents/Report-for-Statistics-New-Zealand.pdf

® The measures are all well-being related though referred to by a range of names, e.g. well-
being, better living, genuine progress, sustainability, etc.
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8. Canadian Index of Wellbeing” (Michalos et al., 2011) The data cover the 1994—

2008 period. The 64 indicators (or headliners) are grouped in 8 domains.

9. OECD Better Life Index (OECD). Data are for 2014 only. 24 indicators are

grouped in 11 topics.

10. Sustainable Australia Report 2013 (National Sustainability Council, 2013) The
data cover a range of time spans between 1880 and 2012. There are 48 key

indicators and 8 contextual indicators.

The review of the ten well-being measures showed that each had its own unique
structure for indicator selection and grouping.71 The process of analysis involved two
stages. The first stage was to determine the top level ‘domains’ that were used by the
various well-being measures. The colour coding in the table indicates which domain
the subject sphere was assigned to. The 18 different ‘domains’ and the number of
measures in each ‘domain’ are summarised at the bottom of Table 7-1. The next stage

required allocating the indicators used to one of those domains.

’® This was included as is a model national project in the OECD’s ‘Measuring the Progress of
Societies’.

"' The terminology used to refer to the different subject spheres varies. The terms ‘topics’,
‘outcomes’, ‘themes’, and ‘domains’ are all used. Domain is used in this dissertation. A domain
is an organising idea or concept (Spradley, 1979).
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Allocating the 576 indicators used by the 10 different well-being measures into the 18

domains was done in a spreadsheet. The indicators common to three, or more, well-

being measures are listed in Table 7-2. The domain ‘Environment’ had the most

indicators, with 11 general areas covered by a minimum of three well-being measures.

‘Culture’ and ‘Health’ rated next with five areas covered. The WR-GPI indicator that

best corresponds with the indicator description is listed in the “WR-GPI’ column.

Table 7-2: Indicators most frequently used in 10 well-being measures analysed

Domain Most frequently used indicators WR-GPI”*
Economic Measures 1. Household disposable income. Per capita PC5
personal consumption x8
2. Household wealth x6
Environment 1. Water quality/quantity x9 HE 3,4,5,6,7 RF1
2. GHG emissions/Climate Change x8 HE 16
3. Soil quality/quantity x7 HE 8, 9,13
4. Biodiversity x7 HE 12,17
5. Air quality x6 HE 1,2
6. Waste/contaminated sites/recycling x5 HE 10,11
7. Energy related x4 HE 15
8. Fish stocks x3
9. Composite measure (EF, GPI, Living planet) x3 HE 14
10.0zone x3
11.Non-renewables x3
Health 1. Life expectancy x7 HC8
(Measured by ethnicity, gender, healthy life
expectancy, health expenditure)
2. Self-reported health x5 HC6
3. Mental health (stress, suicide) x4 HC 7
4. Obesity x3 HC1
5. General Practitioners visits/availability x3 HC9
Safety 1. Assault, violent crime, victimisation x8 QL9
2. Sense/perception of safety x7 QL8
3. Crime against property x4 QL 10
Education 1. Educational attainment (preschool/ El4,PC8
primary/secondary/tertiary/adult) x8 ST12
Life satisfaction/Quality 1. Satisfaction with life survey x4 QL6
of Life 2. Quality of life assessment x3 QL5
Transport+Infrastructure/ | 1. Transport to work (travel time, cost, mode) x3 RF3, 4
Council services 2. Public transport (boardings, perception) x3 CC5,6,7
3. Internet/Broadband access x2 CCc9,10
Jobs & Employment 1. Unemployment rate (also expressed as PC2
employment rate. Measured by youth, age
cohort) x9
2. Labour force participation rate x3 PC1

72 see Appendix 3a for indicator identifiers and descriptions.
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Community & Voluntary 1. Perception of social support x5 ST1
2. Sense of community x3 SP4
3. Pride in city/town and a great place to live x3 SP1,3
4. Volunteering rates x3 SP6
Unpaid Work 1. Unpaid work outside home (covers value of PC6
and hours) x5
Worklife Balance/Leisure 1. Time devoted to leisure and personal QL12, ST11
care/exercise (includes arts and cultural
activities. Measured by % of day, by age,
income, ethnicity, gender) x3
2. Satisfaction with worklife balance x3 QL7
Culture 1. Ethnic/Cultural diversity x5 ST5
2. Cultural activities and facilities x4 ST 10
3. Speakers of te reo”*/Learning te reo x3 ST6
4. Participation in sport/organised activity x3
5. Heritage places x3 STC8
Entrepreneurial 1. Research and development expenditure x4 Ell
activity/productivity/ 2. Business innovation x4 El 2
innovation 3. Labour productivity x3
Equity 1. Income inequality measures x 7 QL1,PC4
Democracy/Civic 1. Voter turnout x5 ST 2
engagement 2. Influence & involvement in council decision- ST3,4
making x4
3. Trust in government x3
4. Representation of women x3
Housing 1. Housing affordability x6 QL2
2. Household crowding x3 QL3

Total indicators

51

44

Table 7-2 shows that 51 indicators were common to three, or more, of the well-being

measures. No one indicator was common to all measures. Employment-related and

water quality indicators appeared most frequently (in 9 out of 10 measures). If it can

be assumed that commonality of use, by three or more well-being measures, provides

a sufficient rationale to justify indicator inclusion, then the WR-GPI indicators are a

reasonable match. As shown in the right hand column, the WR-GPI has 44 of the 51

indicators covered. Some areas have multiple indicator measures (e.g. water quality),

while seven areas were missing in the WR-GPI indicator set (highlighted in red/bold in

Table 7-2). Using commonality as a criterion could reduce the 86 indicators to 51 (or

even 44 if the omitted indicators were not considered important for the Wellington

region).

73 N,
Te reo is Maori language speakers.
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While frequently used in practice, commonality as a technique for indicator selection
has the disadvantage of introducing ‘group think’. It also allows the current indicator
set to perpetuate itself over time rather than respond to changes in the well-being

system.

7.2.1.2 Influence matrix analysis approach
The Influence matrix method of Vester (2007) was used to analyse the role each
indicator plays in the WR-GPI to see if this could be used to determine the indicators

key to measuring well-being.

The Influence matrix assigns indicators to the same categories as the role matrix
(Active, Passive, Critical, and Buffer as described in section 6.2.4). However, the
process of calculation is different. The role matrix includes only direct links as
determined by participants, whereas the Influence matrix assigns a ‘strength’ to every
relationship indicator to indicator in the system. The strength of the relationship is

estimated based on known direct and indirect impacts.

For this experiment, strength of relationship was measured on a scale of 1-5 with:
weak = 1; weak to moderate = 2; moderate = 3; moderate to strong = 4; and strong = 5.
There were 7396 permutations to consider (the matrix size is 86 rows x 86 columns) so
this exercise, which ideally would be a participatory endeavour, was solely carried out
by the researcher. The influence of each indicator in the WR-GPI system is based on
the row total which gives the ‘Active Sum’ and the column total which gives the
‘Passive Sum’. As previously identified the different roles as set out by Vester (2007)

are:

e Active indicators strongly affect the rest of the system. An indicator with a
high active total will bring about significant change in the system with a
small movement. If the active total is low much needs to happen to that
indicator before change occurs in the system.

e Passive indicators react to change in the system. An indicator with a high
passive total will react strongly if a change occurs in the system. A low
passive total means a great deal has to happen in the system before this

indicator is affected.
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e (Critical indicators are influential in that they are accelerators and catalysts

capable of getting things going. They can have strong and unpredictable

effects. Therefore use in policy needs to be approached with care.

e Buffer indicators absorb change and maintain stability.

Appendix 3b provides the full analysis of how each indicator ranks in the Active,

Passive and Critical/Buffer roles in bar chart format. A summary of the analysis is

provided by Table 7-3.

Table 7-3: Analysis of WR-GPI indicators using the Influence matrix method”

Active
(high active sum)

Passive
(high passive sum)

Critical
(Active*Passive = High
product)

Buffer (Active*Passive
= Low product

Unemployment rate
(PC 175); People live
and work same area,
local employment (PC
173); Business start-ups
(ElI 171); Workforce
employed in high skill
occupations (El 160);
Pop living in deprivation
(QL 160); Access to
motor vehicle (CC 156);
Purchasing power
Hshold median weekly
income (PC 142);
Crimes against persons
(HC 137); Ease of
walking around region
(CC 137); P80/P20 ratio
gross weekly household
income i.e. equity (PC
136)

Positive about QoL
(QL 203); Rating of
Happiness (QL 186);
Satisfied with council
services (RF 157);
Pride in city look and
feel (SP 150);
Perception of health
as good (HC 150);
Satisfied work/life
balance (QL 150);
Contact with
friends/family (SP
148); Participation in
social activities (QL
144); Residents
experiencing regular
stress (HC 141); Life
expectancy (HC 141);
Sense of safety (QL
138) Avoidable
hospital admissions
(HC 138)

Positive about QoL
(QL 25984); Rating of
Happiness (QL 22878);
Unemployment rate
(PC 22750); Business
start-ups and closures
(El 20520); Pop living
in deprivation (QL
19520); Perception of
health as good (HC
18000); People live
and work same area -
local employment (PC
17473); Satisfied
work/life balance (QL
17100); Pride in city
looks & feel (SP
17094); Workforce
employed in high skill
occupations (El
16960).

Soil q outside target
drystock farms (HE
7644); Perception can
influence council d/m
(ST 7830); Soil q
outside target dairy
farms (HE 7896);
Groundwater quality
median Nitrate conc
>3mg/L (HE 7998); Per
capita material recyc
(HE 8010); Material to
landfill (HE 8091);
Perception
understands council
d/m (ST 8096); Per
capita water supply
(HE 8099); Avg voter
turnout local elections
(ST 8148)

GDP spent on research
and development (El
8190)

Bold= most common categories. See footnote for calculation.

Based on an analysis of the top 10 ranks it can be said that the indicators that play an

‘Active’ role in the WR-GPI system are mostly ‘Economic’ (bolded in Table 7-3.

"% Categories: PC = Prosperous Community; El = Entrepreneurial & Innovative (these add to

Economic as per Figure 7-1). HE = Healthy Environment (this is Environment as per Figure 7-1);

HC = Healthy Community; CC = Connected Community; SP = Sense of Place; QL = Quality

Lifestyle; RF = Regional Foundations (these add to Social as per Figure 7-1); ST = Strong and

Tolerant Community (this is Cultural as per Figure 7-1). Numbers give the active sum, passive

sum and product respectively.
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‘Economic’ is the Prosperous Community (PC) and Entrepreneurial & Innovative (El)
categories combined). The ‘Passive’ indicators that respond most to change are ‘Social’
and mostly in the ‘Healthy Community’ and ‘Quality of Life’ areas (bolded in Table 7-3).
As circumstances change, factors such as being positive about ‘Quality of Life’ and

‘Ratings of Happiness’ fluctuate accordingly.

The ‘Critical’ roles in the WR-GPI system are predominantly a mix of ‘Quality of Life’

and ‘Economic’ indicators.

Interestingly, the indicators that play a ‘Buffering’ role in the system mostly relate to
the environment and the institution of local government. The functions these
indicators measure provide the often unacknowledged foundation for well-being in a

region (a healthy environment and sound local government).

Based on not having roles that rank in the top 20 as Active, Passive, Critical or Buffer,
the 28 indicators listed in Table 7-4 could be removed from the WR-GPI indicator set.

This would reduce the 86 indicators down to 58.

Table 7-4: Indicators that do not have significant active, passive, critical or buffer roles

WR-GPI Indicator

Hsholds on Housing NZ waiting list

Peak AM/PM congestion rates

Access to internet

Access to broadband (fast internet)

Active mode share of travel

Stream and river health MCI

School leavers with> NCEA level 2

Attending arts events

Sense of local community

Perception of cultural role in national identity
GHG emissions /capita

Hazardous drinking

Labour Force participation rate

Residents rating air quality a problem

Positive perception of rich and diverse arts scene
Reported road injuries

Volunteerism rate (from census)

Overweight and obesity

FTE GPs (access to health care)

Value of building consents

Perception graffiti, vandalism, litter problem
Value of hshld and community work (unpaid work)
Smoking
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Working age with no qualification
Access to local parks/green space
Total energy consumption / capita
Air quality PM10 days good/ex
Crimes against property

With the Influence matrix approach the roles of the indicators are based solely on the
assigned ‘strength’ of the interconnections between indicators. While interesting as an
approach and a useful way to identify the role indicators play when they are
interlinked, the Influence matrix as applied here, cannot be considered a definitive way
to determine the indicators to include/exclude in the WR-GPI. Important
environmental conditions like air quality would not be taken into account if the
indicators listed in Table 7-4 were excluded. If the process used was participatory then
perhaps there could be more confidence in the final indicator choice. Other
disadvantages with the Influence matrix approach include not being able to identify
important missing indicators, and that indicator roles are determined relative to the
other indicators being considered, so that any addition/removal of indicators will

change the assigned roles of the other indicators.

7.2.1.3 Principal component analysis approach

Principal component analysis (PCA) is a mathematical technique used to reduce a large
set of possibly correlated indicators into a smaller set of unrelated indicators while still
retaining the information incorporated in the large set, the principal components. A
representative indicator subset is selected using the indicators with the highest

correlation.

PCA was explored as a possible tool for determining how the WR-GPI indicators relate
to each other and reducing the WR-GPI dataset into a new set of uncorrelated
indicators. Data for the 86 different indicators were entered on an Excel spreadsheet
and PCA software used across the data set both to reduce it to a more manageable
number and to remove occurrences of double counting. Results showed this statistical
technique could not be reliably applied in this instance. For the WR-GPI, there are 86
different indicators with at most ten data points each. For some indicators there were
as few as two data points. Multi-variate analysis is not reliable when the sample is

small compared with the number of indicators (OECD, 2008).
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7.2.1.4 Systems criteria approach

The indicators currently used for the WR-GPI were not selected based on systems
theory. Evaluating the WR-GPI indicators through a systems lens was therefore
undertaken to see how well the indicators selected conform to the requirements of
using a systems approach using the methods previously described in Chapter 5: (1) the
Bio-cybernetic approach (Vester 2007); (2) The Natural Step (Robért, 2002); and (3) the
Orientor approach (Bossel, 1998, 1999, 2000).

The Bio-cybernetic approach

For Vester (2007), indicators used to describe a system should cover, at approximately
the same level of detail, the different categories covered by the (1) Spheres of Life
criteria, (2) Physical criteria, (3) Dynamic criteria, and (4) Systems Relations criteria. In
a spreadsheet, the WR-GPI indicators were assigned to each of these criteria. The

results are set out in Table 7-5.

Table 7-5: WR-GPI indicators aligned with the Vester bio-cybernetic criteria

Criteria Categories Number of WR-GPI community outcomes
WR-GPI categories covered #
Indicators*

Spheres Participants (P) 54 PC,EI,HE,HC,CC, SP,QL,RF,ST

of Life Activities (A) 22 PC,EILHE,HC,CC, RF
Area/Space (S) 23.5 PC,EI,HE, CC, SP,QL,ST
Mood/feelings (M) 26 PC, HE,HC,CC, SP,QL,RF,ST
Natural balance (N) 20.5 PC, HE, QL,RF
Interconnections (I) 18 HC,CC, SP,QL,RF
Organisational structure (O) 26 PC,EIl,HE,HC,CC, QL,RF,ST

Physical Material/Matter (Ma) 44 PC,EILHE,HC,CC,SP,QL,RF,ST
Energy (E) 14 PC,EI,HE,HC,CC, ST
Information (If) 42 PC,EI,HE,HC,CC, SP,QL,RF,ST

Dynamic | Flow determinant (F) 11 EI,HE,HC,CC, QL, ST
Structural determinant (St) 8 PC,EILHE, CC, QL, ST
Temporal dynamics (T) 14 PC,HE,CC, RF,ST
Spatial dynamics (Sd) 59 PC,EI,HE,HC,CC, SP,QL,RF,ST

System Opens system to input (In) 4 PC,EILHE, QL

relations | Opens system to output (Out) | O
Endogenous control (En) 73.5 PC,EI,HE,HC,CC, SP,QL,RF,ST
Exogenous control (Ex) 7 PC,El, HC,CC, QL

*indicators can be allocated more than once. Values assigned: 1 = fully applicable; .5 = partially
applicable; 0 = not applicable. Bold = system areas over-represented by indicators.

F PC = Prosperous Community; El = Entrepreneurial & Innovative; HE = Healthy Environment;

HC = Healthy Community; CC = Connected Community; SP = Sense of Place; QL = Quality Lifestyle; RF =
Regional Foundations, and ST = String and Tolerant Community
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This assessment showed that in terms of the bio-cybernetic systems approach the WR-
GPI cannot be considered a comprehensive system. As shown in Table 7-5, the
‘spheres of life’ and ‘physical criteria’ are adequately covered. The dynamic criteria are
underrepresented in all categories other than ‘spatial dynamics’. The biggest deficit
occurs in the system relations criteria. There are a large number of indicators for
‘Endogenous control’ and a shortage of indicators in the other three system relations
criteria. This is not unexpected as the focus of the WR-GPI is on components that are
controllable within the region and the indicator set reflects this. Influences from
outside the region are not taken into account. This reveals a gap from a systems
perspective as influences such as climate change and imports are not considered to
impact on the well-being of the region. Likewise, influences such as exports leaving the
region, and taxes collected in the region that are spent elsewhere in New Zealand are
not considered to impact on the well-being of the region. Vester’s requirement that
the categories be reasonably well balanced indicates that ‘Endogenous control’, Spatial
dynamics’, ‘Participants’, ‘Material/Matter’ and ‘Information’ are over-represented in

the WR-GPI system.

The Natural Step (TNS) approach

The application of TNS framework to the WR-GPI takes as a starting point that all four
capitals (social, human, built, and natural) need to be maintained or increased for
sustainable well-being. This is a ‘strong well-being’ approach, which contrasts with the
‘weak well-being’ approach that allows substitution between capitals. The
maintenance of all capitals in a world seeking higher living standards presents

significant policy challenges. Most well-being measures do not even aspire to this goal.

As described in Chapter 5, the Five Level Model has a stepped process starting at Level
1 and working to Level 5. It does not detail the actual indicators to use other than that
they should measure the actions chosen in Level 4 to achieve favourable outcomes in
the system. Table 7-6 sets out how the ‘Five Level Model’ and the four capitals

(discussed in Chapter 2) were used to guide indicator selection.
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Table 7-6: The Five Level model for the WR-GPI

Level 1
Principles for the
constitution of

The provision of well-being in the Wellington region comes from the growth,
maintenance and inter-relationships of the four capitals — social, human, man-
made and natural capital. These capitals together form a system in which each

the system. plays an important role. Well-being requires the four capitals to be kept in balance
to maintain resilience. A substantial loss in one capital cannot be satisfied by a
substantial increase in another if well-being is to be sustained.
Social Capital Human Capital Built Capital Natural Capital
Level 2 People are A thriving All members of our | We have clean
Principles for a important. All business sector community water, fresh air
favourable members of our attracts and prosper from a and healthy soils.
outcome from community are retains a skilled strong and Well-functioning
planning within empowered to and productive growing economy. | and diverse
the system. The participate in workforce. Our Innovation, ecosystems make
descriptions come | decision-making physical and creativity and new | up an

from the WR-GPI
community
outcomes
(Durling, 2011, p.
16)

and to contribute
to society. We
celebrate diversity
and welcome
newcomers, while
recognising the
special role of
tangata whenua.

mental health is
protected. Living
and working
environments are
safe, and
everyone has
access to health
care.

endeavours are
welcomed and
encouraged. Our
connections and
access are
efficient, quick,
and easy —locally,
nationally and
internationally.
High quality and
secure
infrastructure and
services meet our
everyday need.

environment that
can support our
needs. Resources
are used
efficiently. There
is minimum waste
and pollution.

Level 3

Sound institutions

Provision of

Economic growth

Protection of

Principles for the and good support | education and and employment ecosystems.
process to reach networks health facilities. to provide income | Renewable
this outcome Recognition of for people in the resources used
unpaid work region to buy where possible
contribution. goods and and regenerated.
services. Waste generation
Infrastructure and | limited to
communications assimilation
for employment capacity.
and social
connection.
Level 4 Increase Encourage healthy | Provide Switch to
Actions, i.e. volunteering. lifestyles. infrastructure that | renewable
concrete Transport (public Facilitate access has lowest impact | energy. Increase
measures that and private) to education and on natural capital. | recycling,

comply with the

infrastructure to

re-education.

Encourage job

Decrease pressure

principles for the allow contact with | Access to internet. | creation. on soils water and
process to reach a | friends/family. Reduce inequality air. Tax pollution
favourable Cultural activities through education and resource
outcome in the for understanding. | and health extraction.
system Good democratic provision.

practice.

Committed public

servants.
Level 5 Social capital Human capital Built capital Natural capital
Tools to monitor Indicators Indicators indicators indicators
and audit. 21 20 26 19
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Based on TNS approach, the WR-GPI indicator set had 21 indicators to track social
capital, 20 to track human capital, 26 to track built capital and 19 to track natural
capital. Other than built capital being slightly over-represented the balance is

reasonable.

Figure 7-3 shows how the WR-GPI indicators were assigned to each of the four
capitals. The domain levels (coloured segments), are those commonly used (as listed at

the bottom of Table 7-2) and included to experiment with how the indicators align at

this level.

Broadband access-CCL0
Power outages-RFS
Home internet access-CCS
Perceptioncouncil
services-RF2
Perceptionroad network
reliabilty-RF3
Perceptionpublic
ransport rel iability-RF4 Visitor guest

Heritage Places-ST8 nights-013

Labour force
participation-PCL

aseof cyclingCC3
Ease of using public
transport-CC7

Access to publictransport-CC4
Qccess to a motor vehicle-CC8
Ease of walking-CC2

Active travel-CC4
Congestion-CCL
Qublic transport

Unemployment-PC2

Income-PCS

Highly skilled
workforce-E13

Building activity-PC7

Housing affordabifty-0L2
Crowded households-0L3
Housing waiting lists-QL4.

Investment in R&D-EIL
Businessgrowth-E12

Jobs &
Employment

Air quality-HEL
Preceptionsof air pollution-HE2

Economic
Measures

Local employment-PC3
work/Life balance-QlL7

Freshwater quality-HES
Coastal/marine water quality-HE4
Groundwater quality-HES
River and stream health-HEG
Water supply HEZ
Sustainable water use-RF1

Participation in social activity-Ql12
Sense of community-5Pa
Contactwith friends& family-SPS
Volunteering rates-SP6
Perceptionof social support-5T1

Built
Capital
26indicators

Dairy farm soil quality-HEE
Drystock soil quality-HES
Erosion controkHEL3

Sense of safety-QL8
Crime against people-0L9
Crime against property-QL10
Perception of graffiti, vandalisim &
litter-sP2

Social Capital
21 indicators

Natural Capital
19 indcators

wellbeing

Recycling-HELQ
Landfill Waste-HE11

Democracy/Civic
Engagement

Voter turnout-sT2
Perceptionof understanding
of council decisions-ST3
Perceptionof influence on
council decisionsST4

Human
Capital
20indicators

QEIl convenants-HE12
Biodiversity Indicator-HE17
Access toopen space-QL11

Sense of pride incity-SPL
Perceptionof artsscene-ST10
Perceptionof cultural diversity-5TS
Perceptionof role of cufture in forming
national identity-ST9
Attendance atartsevents-ST11
Speakers of Te Reo Maori-ST6
Ethnic diversityST7

Ecological footprint-HEL4
Energy use-HE1S
Greenhouse gasemissions-HE1E

Equity-PC4

Value of unpaid work-PC6 Obesity-Hc1
Livingindeprivation-QL1
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Figure 7-3: WR-GPI indicators aligned with the four capitals.
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Figure 7-3 shows that while at the aggregated capital level coverage is reasonably
balanced, at the domain level the number of indicators is uneven. ‘Health’, for

example, has 11 indicators, whereas ‘Voluntary unpaid work’ has one indicator.

The Orientor approach

According to Bossel (1998) subsystem specific indicators can be selected by answering
the orientor questions in Table 7-7. The Bossel approach is to say: if all orientors are
adequately satisfied, the interests of the system are met and the system can be

described as healthy, or viable (Bossel, 1998).

To monitor sustainability, Bossel (1998, p. 103) works with three subsystems: ‘Society’
(comprising social system, individual development, and government); ‘Support’
(comprising infrastructure and economic system); and ‘Nature’ (comprising resources
and environment). For this research the orientor questions are used to test whether
the WR-GPI indicators meet the requirements for a viable system based on the four
capitals as subsystems. According to Bossel (1998), the orientor questions can be
answered using quantitative or qualitative data. The orientors were aligned with the
WR-GPI indicators by the researcher. In theory, each subsystem needs to have
sufficient indicators to show it is in good order and functioning well enough to support

the total system.

Table 7-7: Orientors to assign the current WR-GPI 85 indicators

Requirement Subsystem | Indicator
Number*
Existence: People living in the Wellington Region must be able to ‘exist’ | Man-made | 18
compatibly with their natural, physical, social and economic Human 17
environment. They need to be able to access shelter, clean air, potable | Social 9
water, information, goods, services, food and required resources. Natural 13
Effectiveness: The Wellington Region must be able to access and use Man-made | 19
scarce resources effectively and efficiently. People need to able to earn | Human 6
money, buy food, fuel, and goods, and obtain water, sanitation, and Social 3
medical services, all with a reasonable effort. Natural 15
Freedom of action: The Wellington Region need to be able to cope with | Man-made | 0
a variety of different situations appropriately, i.e. different people, Human 29
different situations at home, at work and elsewhere. Social 17
Natural 0
Security: The Wellington Region must be able to protect itself from Man-made | 6
unpredictable sudden fluctuations of its normal environment such as Human 32
accident or illness, loss of job, and interruption of water, power or food. | Social 20
Natural 5
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Adaptability: The Wellington Region needs to prepare for possible Man-made | 6
change by securing a broad range of education and job qualifications, Human 12
and have the ability to adopt a different lifestyle, if necessary. Social 9
Natural 1
Co-existence: Individuals/families/ethnicities in Wellington Region need | Man-made | 3
to live alongside each other and be part of communities which requires | Human 22
social skills and consideration of the interests of others. Social 29
Natural 0
Psychological needs Man-made | 1
People in Wellington Region have needs such as belonging, self- Human 36
realisation, avoidance of pain and stress, and these must be satisfied. Social 33
Natural 0
Totals Man-made | 53
Human 154
Social 120
Natural 34

*Indicators can be allocated more than once.

Bossel’s orientor questions infer the WR-GPI indicators are skewed towards the human
and social subsystems. As a deficit in one subsystem cannot be compensated for by an
excess elsewhere, the WR-GPI is not a ‘viable’ system. The Bossel approach (similar to
Vester and Robert) works as a checklist of what ‘should’ be covered as opposed to

establishing a definitive set of indicators to use.

7.2.2 Indicators to interlink based on analysis of indicators used in the WR-GPI

None of the 4 tested approaches (Commonality, Influence matrix analysis, Principal
component analysis, Systems criteria) provided a definitive way to determine
indicators to include/exclude in the WR-GPI. Perhaps the most straightforward
approach is Commonality. The advantage of this approach is that the indicators
selected can be considered as ‘tried and true’. The disadvantage is that it is not a
systems approach to well-being, and new areas of interest that need to be monitored
are not easily identified. It is also very time consuming because of the very large

number of indicators used to measure well-being.

The systems-oriented approaches reinforced the need to identify the key subsystems
and make sure that the indicators selected represent each adequately. If the social,
economic, environmental, and cultural (as in Figure 7-1) subsystems are considered to
be of equal importance to the aggregated WR-GPI, each should have a similar number

of indicators to track change. The systems approach provides specific criteria that
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should be covered and emphasises the need for indicators to be relatively balanced

across subsystems.

The extensive literature on indicator selection stresses that it should be a participatory
process involving the community of interest. This process at the same time needs to be

guided by principles, as without these it is difficult to apply rigor to indicator selection.

A more manageable reduced set of indicators was needed for the interlinked thinking
workshops. The final set of indicators chosen to link the WR-GPI workshops was
informed by the above indicator selection process and drew on the guidelines set out
in Chapter 5. As anticipated at the outset, there was reluctance by council officials to
reduce the WR-GPI indicator set. In late 2014, before the workshops with
stakeholders, and in conjunction with a Greater Wellington Regional Council staff
member, the updated WR-GPI indicator set (Wellington Regional Strategy Office, 2014)
of 85 indicators was reduced to 59 indicators for the purpose of interlinking. The main

reasons for the reduction were:

1. Double-counting. For example ‘CC9 Households with internet access’ and ‘CC10
Broadband internet access’ were considered to measure a similar thing. When
both these measures are indexed and aggregated into the WR-GPI, this double
counting is not transparent.

1. Similar linkages expected in the system. For example, ‘Erosion control’, ‘Dairy
farm soil quality’, and ‘Drystock soil quality' were combined into ‘Soil quality’.

2. Not at a similar level of importance. For example, ‘Perception of graffiti,
vandalism and litter problems’ was not considered of equal importance, for
instance, to ‘Region considered a great place to live’. In the existing WR-GPI,
when these indicators are indexed and aggregated into a trend they are given
equal importance.

3. Not aggregating objective and subjective measures for the same thing. This is a
form of ‘cancelling out’ and does not provide useful information from a
systems or any other perspective.

4. The role of the indicator is not clear. For example, the use of ‘HE15 Total
energy consumption per capita’, where a decrease is not always a positive

outcome for well-being. Other excluded indicators were those that cover
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public perception of council services, the road network, and public transport.
These can be considered less indicators of well-being than ways to report on

council performance.

Two additional changes were made to the reduced set of 59 indicators used in the

workshops: (1) ‘Unemployment rate’ was replaced with ‘Employment rate’’” a

s
employment rather than unemployment is considered to be the driver of well-being;
and (2) ‘Security of electricity’, which was part of the 2000—-2010 indicator set but had
been dropped through lack of data, was included to see if participants identified this
indicator as important to sustainable well-being in the region. The next section

describes the interlinking process undertaken.

7.2.3 Workshop process

Two workshops were hosted by Greater Wellington Regional Council (28 November’®
and 4 December’’ 2014). The purpose of the workshops was to: 1) review the indicator
set used in the 2001-2013 Wellington Region Genuine Progress Index (WR-GPI)
(Wellington Regional Strategy Office, 2014) and, 2) apply the interlinked thinking
method with the WR-GPI indicators to get a better understanding of the relationships

between the indicators used to measure well-being in the Wellington Region.

At the first workshop, the set of indicators used to measure well-being in the WR-GPI
was discussed and then the reduced indicator set to link agreed on. This was followed

by an introduction to systems thinking and instructions on how to construct CLDs.

The steps set out in Figure 6-1 and described in the method (Chapter 6) were then

followed.

”> Also variable names for CLDs should be the positive interpretation (Maani & Cavana, 2007).
®The 10 participants at the workshop were from Greater Wellington (3), Statistics New
Zealand (2), Porirua City Council (2), Wellington City Council (1), Wellington Chamber of
Commerce (1), and Hutt Valley District Health Board (1).

""The seven participants at the workshop were from Greater Wellington (2), Statistics New
Zealand (2), Wellington City Council (1), Wellington Chamber of Commerce (1), and Hutt Valley
District Health Board (1). This attendance was less than expected due to the on-the-day
announcement of a proposal to combine territorial local authorities and the regional council
into one organisation. This resulted in last minute apologies from the two Porirua City Council
participants and a Greater Wellington participant.
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Results were presented to participants at the second workshop, which was followed by

a discussion.

Participants were surveyed at the start of the first workshop and at the end of the
second workshop to get their views on the interlinked thinking method and establish
whether they considered it added value or not. The discussion covering the

guestionnaire responses is included in Chapter 10.

7.3 THE WR-GPI CASE STUDY CONTENT

This section describes the results generated for the WR-GPI case study when the

method as set out in Figure 6-1 was followed.

7.3.1 Link indicators into a system (Step 1)
Three groups were formed with three or four participants in each group. Al sheets of

paper with the 59 indicators printed on were provided to each group.

Workshop participants worked for approximately 90 minutes’® to link indicators, mark
polarity and time delays on the Al sheets, and record the logic of the links drawn. Only

direct links considered by the members of the group as important were drawn.

7.3.2 Transcribe the links and polarity (Step 2)

Analysis of the 3 different Al charts of linkages was carried out by the researcher in
the week between Workshop 1 and Workshop 2. Links were combined to construct
one model using Vensim™ software, as shown in Figure 7—4. The links from this model

were transcribed into the links matrix.

78 Until they deemed the links in their model were complete at a similar level of detail.
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7.3.3 Determine the roles of indicators in the system (Step 3)

The algorithm extracted the information set out in Table 7-8 from the links for the

combined model depicted in Figure 7—4.

Table 7-8: WR-GPI indicator analysis

Active/ Critical/

Indicator Loops Passive Active Passive Buffer
Employment rate 2505 12 7 0.58 84
Perception of health as good (HC6) 2274 13 4 0.31 52
Population living in deprivation (QL1) 2143 3 10 3.33 30
Access to internet (CC9) 2054 3 10 3.33 30
Life sat (QL5) 1778 12 2 0.17 24
Sense of local community (SP4) 1725 9 7 0.78 63
Purchasing power Hshld median weekly income (PC5) 1548 2 8 4.00 16
P80/P20 ratio gross weekly Hshld income (Inequality PC4) 1471 3 10 3.33 30
Participation in social activities (QL12) 1299 5 4 0.80 20
Contact with friends/family (SP5) 976 3 6 2.00 18
Population living in crowded housing (QL3) 968 2 4 2.00 8
Feeling of isolation (SP7) 960 5 2 0.40 10
Spend >30% disposable income on housing (QL2) 949 2 1 0.50 2
Satisfied work/life balance (QL7) 856 2 6 3.00 12
WR great place to live (SP3) 758 12 1 0.08 12
Residents experiencing regular stress (HC7) 636 7 2 0.29 14
Perception of availability support (ST1) 515 2 3 1.50 6
Positive perception of cultural diversity (ST5) 509 4 2 0.50 8
Volunteerism rate (SP6) 181 3 1 0.33 3
Workforce employed in high skill occupations (EI3) 175 4 3 0.75 12
Business start-ups and closures (EI2) 165 5 3 0.60 15
Participation in regular physical activity (HC3) 133 5 4 0.80 20
Average voter turnout local elections (ST2) 130 2 1 0.50 2
Perception can influence council d/m (ST4) 130 1 2 2.00 2
GDP spent on research and development (EI1) 119 3 3 1.00 9
Hazardous smoking/drinking (HC2,4) 114 1 6 6.00 6
Crimes against persons/property (QL9,10) 96 2 3 1.50 6
Overweight and obesity (HC1) 85 3 3 1.00 9
Value of building consents (PC7) 74 4 1 0.25 4
Stream and river health MCI (HE®6) 62 4 4 1. 00 16
Groundwater quality median Nitrate conc >3mg/L (HE5) 61 4 1 0.25 4
Material to landfill (HE11) 61 2 2 1.00 4
Working age with no qualification (PC8) 56 1 2 2.00 2
School leavers with> NCEA level 2 (EI4) 56 2 1 0.50 2
Coastal/Freshwater suitable for recreation (HE3,4) 44 1 3 3.00 3
FTE GPs (access to health care HC9) 14 3 3 1.00 9
Visitor guest nights (QL13) 4 1 1 1. 00 1
Total QEll land (HE12) Proxy biodiversity 2 2 2 1.00 4
Per capita material recycled (HE10) 1 1 1 1.00 1
GHG emissions /capita (HE16) 1 2 1 0.50 2
Peak AM/PM congestion rates (CC1) 1 4 4 1.00 16
Public transport patronage (CC5) 1 4 3 0.75 12
Can speak Te Reo Maori (ST6) 1 1 3 3.00 3
Children attending Maori schools (ST12) 1 1 1 1.00 1
People live and work same area (local employment) (PC3) 0 0 5 0
Value of Hshld and community work (unpaid work PC6) 0 0 2 0
Security of electricity 0 0 3 0
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Air quality PM10 days good/ex (HE1) 0 1 1 1.00
Soil quality outside target dairy/drystock farms (HES8,9) 0 0 3

FF consumption /capita (HE15) 0 4 2 0.50
Reported road injuries (HC5) 0 2 2 1.00
Avoidable hospital admissions (HC10) 0 6 1 0.17
Avoidable deaths (HC11) 0 5 0

Active mode share of travel (CC4) 0 2 4 2.00
People within 400m transport stop (CC6) 0 0 2

Access to motor vehicle (CC8) 0 1 7 7.00
Access to local parks/green space (QL11) 0 1 2 2.00
Water allocation compared to total resource (RF1) 0 0 2

Listed and registered heritage places (ST8) 0 0 2

Total loops 2562

QO O NNO0WODOO S~ OO R

The active total provides an indication of how strongly an indicator influences the rest
of the system. The active indicators capable of triggering change in the well-being
system with little change in themselves are: (i) P80/P20 ratio gross weekly household
income (Inequality PC4) (10); (ii) Access to internet (CC9) (10); and (iii) Population living
in deprivation (QL1) (10).

Passive indicators highly responsive to a small change elsewhere are: (i) Perception of
health as good (13); (ii) Employment rate (12); (iii) WR great place to live (12); and (iv)

Life satisfaction (12).

Critical indicators with a strong influence on the system, and, highly influenced by
system factors are: (i) Employment rate (84); (ii) Sense of local community (63); and

(i) Perception of health as good (52).

Indicators play a buffer role in the system by absorbing impacts from elsewhere. They
are less connected in the system. The buffer (red/italic) indicators identified are: (i=)"
Listed and registered heritage places (ST8) (0); Water allocation cf total resource (RF1)
(0); People within 400m transport stop (CC6) (0); Avoidable deaths (HC11) (0); Soil q
outside target dairy/drystock farms (HE8,9) (0); Security of electricity (0); Value of
Hshld and community work (unpaid work PC6) (0); People within 400m transport stop
(CC6) (0); People live and work same area, local employment (PC3) (0); (ii=) Air quality
PM10 days good/ex (HE1) (1); Children attending Maori schools (ST12) (1); Visitor
guest nights (QL13) (1); (iii=) Access to local parks/green space (QL11) (2); GHG

emissions /capita (HE16) (2); School leavers with> NCEA level 2 (El4) (2); Perception

(i =) signifies these buffer variables had an equal score of 0. (ii =) signifies these buffer
variables had an equal score of 1. (ii i=) signifies these buffer variables had an equal score of 2.
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can influence council d/m (ST4) (2); Avg voter turnout local elections (ST2) (2); Spend

>30% disposable income on housing (QL2).

7.3.4 Analyse feedback loops in the system (Step 4)
Table 7-8 shows that ‘Employment rate’ is the most connected indicator in the system.
It appears in 2505 of the 2562 total loops. When ‘Employment rate’ is removed from

the system, only 57 (2. 22%) of loops remain.

Whether the overall system is stable or not can be found from the ratio of reinforcing
to balancing loops. The WR-GPI system is heavily orientated towards reinforcing loops,
with 2445 of the total 2562 reinforcing and only 60 balancing loops. This indicates the

system is not stable in the long term and is oriented to growth or decline.

Strong links in the system provide insights into where policy might be effective. Table
7-9 gives the links that are traversed most frequently in the WR-GPI system and
therefore are important relationships to consider. The logic is that if these links are
crossed many times by the CLDs that are the structure of the WR-GPI system they are

very influential in the overall system.

Table 7-9: WR-GPI Strong links in the system

From indicator To indicator Total

Perception of health as good (HC6) Employment rate 2248

Life satisfaction (QL5) Perception of health as good (HC6) 1185

Employment rate P80/P20 ratio gross weekly household 1075
income (PC4 Inequality)

Purchasing power Hshld median weekly income Access to internet (CC9) 1072

(PC5)

Population living in deprivation (QL1) Access to internet (CC9) 982

Spend >30% disposable income on housing (QL2)  Population living in crowded housing 949
(QL3)

Population living in crowded housing (QL3) Population living in deprivation (QL1) 902

Table 7-9 indicates that the strongest relationship in the WR-GPI system is that
between ‘Perception of health as good’ and ‘Employment rate’. This link is traversed
2248 times in the system and reveals the importance between good health and
employment to well-being in the region. This is an interesting outcome, as the policy
focus for employment is generally education and skills. With an ageing population,
good health is likely to have a greater impact on employment, so this may well be

significant to consider. ‘Life satisfaction’ in turn is an important determinant of
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‘Perception of health as good’, which indicates that people who are happy and positive
about their quality of life are more likely to be healthy. Again, this is an interesting link
as it is the inverse relationship that is usually highlighted; but, given this is a regional
analysis, the positive health of the community is what is modelled. ‘Employment rate’
is an important determinant of inequality as inability to work reduces social and
earning opportunities. Purchasing power is a key to providing internet access. Living in
deprivation is a significant cause of lack of access to the internet. Spending a large
proportion of income on housing results in overcrowding and this in turn adds to the

number of people living in deprivation.

The individual models revealed that the mental models of the groups differed

considerably, with only 14% of links the same in all three groups.

System dynamics puts great importance on accounting for the impacts of change over
time. This is one of the significant contributions made by quantitative modelling. With
interlinked thinking the simple way to include time is to count the number of
indicators in a loop. Long loops show that changes take place over a long period of
time in the system. The longest WR-GPI system reinforcing loop connects 17 different
indicators, which provide a significantly longer time scale than is generally taken into
account with the linear cause-and-effect approach. The longest balancing loop also

connected 17 different indicators.

7.3.5 Determine intervention points (Step 5)

Potential intervention points were explored using two different approaches:

(1) The Vester (2007) approach is to use active indicators with a high quotient

value.

Good intervention indicators are active indicators that do not have a high passive
value. The greater degree of interconnectivity means intervention via any indicator
with both a high active and passive value has an increased degree of uncertainty and
the risk of a destabilising effect. If a high active indicator has a low passive score (giving

a high quotient) this is considered a good control lever.
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The active indicators identified as good intervention points80 in the WR-GPI system
are: (i) P80/P20 ratio gross weekly household income (Inequality PC4); (ii) Access to
internet (CC9); (iii) Population living in deprivation (QL1); (iv) Purchasing power Hshld
median weekly income (PC5); (v) Hazardous smoking/drinking (HC2,4); (vi) Satisfied
work/life balance (QL7).

These are potential intervention points only as other factors also need to be taken into
consideration such as whether or not the indicator is controllable by the decision-
maker. For example, increasing household income through tax redistribution or access
to the internet are potential direct interventions. In contrast, ‘Living in Deprivation’ is

more difficult to manage as this is the outcome of multiple direct and indirect factors.

(2) The Hirlimann (2009) method is to add a time dimension using a cross-time
matrix (CTM).
The time delays used were marked on the Al sheets by the WR-GPI workshop

participants. The intervention points are shown in Figure 7-5 and listed in Table 7-10.
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Figure 7-5: Possible intervention points when delays in the system are included. Data point
names given in Tables 7-10.

8cut off points were: active >5; active/passive >2.5.
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Key:

I High Active Sum (AS) and low Produced Delay (PD) value. High impact and react very
quickly to change. Possible intervention points if the goal is quick change

Il High AS and PD values. High impact but longer paths or slow spread through system.
Appropriate intervention point if goal is slow but substantial change

1] Low AS value, high PD value. No impact and a delayed reaction. Not appropriate for
intervention

v Low AS and PD values act quickly to changes, but low impact. Not well suited for
intervention as do not change system in a meaningful way.

As shown in Figure 7-5 there are a greater number of possible intervention points to
consider with this approach than with the Vester approach. These include all the
indicators located in Quadrants | and Il. With the exception of ‘Satisfied work/life
balance’, all the intervention points identified using the Vester approach are located in

Quadrant Il.

Table 7-10: Short-term and longer-term intervention points in the WR-GPI system

Short term Quadrant 1 Longer term Quadrant Il

(1.0, 4) Perception health is good (1.9, 10) P80/P20 ratio gross weekly household
income (Inequality)

(1.0, 4) Active mode share of travel (2.1, 8) Purchasing power Hshld median weekly
income

(1.0, 4) Participation in social activity (2.2, 10) Access to internet

(1.0, 5) Contact with friends & family (2.3, 4) Population living in crowded housing

(1.0, 5) Live and work in same area (2.6, 10) Population living in deprivation
(1.0,6) Satisfied work/life balance (4.3, 4) FTE GPs (access to health care)

(1.0, 7) Access to cars (4.3, 4) Stream and river health

(1.1, 7) Sense of local community (4.8, 4) Participation in regular physical activity
(1.5, 4) AM/PM congestion rates (6.2, 6) Hazardous smoking and drinking

(1.7, 7) Employment

Italics = identified also by Vester approach

Introducing a time dynamic increases the number of intervention possibilities and
changes the order of priority for intervention. In general, policy and decision-makers
prefer quick responses as they are easier to measure and manage. However, more
fundamental changes may be necessary that require policy people to think longer term
(Quadrant 1l) if issues such as equity, distribution, fairness, sustainability, etc. are to be

addressed.

Again, this analysis identifies possible intervention points only. The actual choice

depends on the outcomes decision-makers are trying to achieve. The decision will have
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to take into account many other factors, including the extent to which an indicator can

be influenced and the reliability of the time estimates.

7.3.6 Run What-ifs (Step 6)

What-if analysis demonstrates the use of well-being indicators in a more proactive
manner to consider potential future situations and consequences without system
dynamics modelling expertise. To foster dialogue and understanding, a what-if based
on the cause-and-effect the impacts for the Wellington region of a loss of skilled jobs
was worked through with the workshop participants. This what-if has occurred in the
region as a result of restructuring by Central Government and the movement of skilled
jobs to the Auckland region. It is also of interest because of the rate at which
technology is reducing both skilled and unskilled jobs. Skilled jobs such as accountancy,
architecture, and research are being automated, and this development is expected to
increase (Anthony, 2015; Brinsden, 2015; The Economist, 2014). The interlinked model,
as constructed by participants, has a link that shows an increase in the ‘High skilled
workforce’ will lead to more ‘Employment’. This aligns with the general mental model
of people in which it is accepted that better education provides more employment.
Current regional data confirm this, with labour force participation being higher for

people with qualifications (Department of Labour, 2007).

All the 175 loops that involved the indicator ‘High skilled workforce’ are reinforcing,
and the current path dependency is that more high skilled workers have a positive
impact on well-being (or alternatively a loss of high skilled workers will have a negative

impact).

To explore this scenario the polarity was changed from + to — (indicated in red on
Figure 7-6). Analysis of loops in Figure 7-6 then showed that 35 of the 175 loops

involving ‘High skilled workforce’ changed to balancing.

Following the changed feedback loops allows the potential impacts to be surmised. For
example, the loop labelled B1 (bold/green links) shows what happens when an
increase in ‘High skilled workforce’ results in a decrease in ‘Employment’. With this
loop there is an increase in ‘Inequality’, due to lack of income. The flow-on effect is an

increase in ‘No school leaver qualification’. This results in a less ‘High skilled workforce’
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and creates a balancing feedback loop in the system so that employment and skill level

can better align. This is likely to be at a lower overall employment level.

The loop B2 (bold/green links) shows that a decrease in ‘Employment’ will also have
wider impacts in the region. Loss of employment will decrease ‘Income purchasing
power’, which will decrease both ‘Business start-ups’ and ‘GDP invested in R & D’ and

thereby further decrease the ‘High skilled workforce’.
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Figure 7-6: What-if where high skilled people are unemployed.

The long-term implication for the well-being of the Wellington Region if there is no
high-skilled workforce, and how best to address this in the longer term, can be
experimented with using Figure 7-4 and Figure 7—6. Other what-ifs of interest can also

be explored.

7.4 SUMMARY

This chapter first tested different approaches for selecting WR-GPI indicators to
measure well-being. These were (1) Commonality; (2) the Influence matrix approach;
and (3) using Systems criteria. Commonality as a selection technique identified 51 core
indicators that are widely used in the sustainability/well-being area. The WR-GPI had
all but seven of these covered. The analysis based on the Influence matrix approach

identified the different roles of the indicators and reduced the 86 indicators down to
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58 based on excluding those that did not have a role identified as Active, Passive or

Critical/Buffer.

When evaluated using the Vester and Bossel systems criteria to select indicators,
short-comings were identified in the WR-GPI indicators indicator set as it currently
stands. The Natural Step approach provided a better fit, with the current selection of
indicators providing a reasonably balanced representation of the four capitals. None of
the approaches tested were considered convincing enough to provide an alternative to
the current set of WR-GPI indicators to interlink. Therefore, the WR-GPI indicators

were used with the number reduced based on the guidelines set out in Section 5.5.

To determine what insights can be gained from better understanding the relationships
between indicators, two workshops were held where participants tested the
interlinked thinking method using the reduced set of WR-GPI indicators (59 instead of
86). The first part of workshop 1 discussed the process of indicator elimination and
covered some of the issues identified as problematic with the current WR-GPI. This
included the large number of indicators, the way indicators are aggregated, and the

obscuring of key information.

The interlinked thinking method, when applied, showed that the well-being in the
Wellington Region was a highly complex system. The analysis identified (1) Inequality
PC4; (2) Access to internet (CC9); and (3) Population living in deprivation (QL1) as
active indicators and also good intervention points to bring about change. The ratio of
reinforcing to balancing loops identified that the Wellington Region is driven by a

desire for growth and that this is inherently unstable.

Participants involved in the workshops increased their understanding of the
relationships between indicators and the different roles indicators can play in a

system. A full discussion of the questionnaire responses is provided in Chapter 10.

To test the interlinked thinking method more extensively it was also applied in a
different context. The case study using the indicators for measuring social progress in

New Zealand is discussed in the next chapter.

215






8 SOCIAL REPORT CASE STUDY

This chapter addresses the question: “Is the method developed to understand
relationships between indicators able to be used with different indicator sets?” To
answer the question two workshops were held using the Ministry of Social
Development ‘Social Report’ indicators to test interlinked thinking. The workshops
were a very collaborative exercise. They were organised by Statistics New Zealand
(SNZ), the indicators were supplied by the Ministry of Social Development (MSD) and
the Social Policy Evaluation and Research Unit (SUPERU) provided the venue. The idea
and coordination came from a SNZ participant who, after attending the WR-GPI
workshops, could see the merit in undertaking a similar exercise with the indicators

under review for the 2015 Social Report/Te plirongo oranga tangata:

| have had strong interest from MSD, Treasury and Families Commission
who are all currently working to develop indicator sets so felt this exercise
would be really useful... [MSD] will send through the current set of Social
Report [SR] indicators tomorrow and | think it is useful for people
considering developing additional sets to start by considering the inter-
relationships within the SR indicators. (Philip Walker, pers. comm.

17/2/2015)

The workshops followed a similar, though not identical, format to the WR-GPI
workshops. The variation was the result of meeting the needs of the Social Report
participants and implementing suggested improvements made by participants involved
in the WR-GPI workshops. The description of the workshops given here, as with the
WR-GPI workshops, is the process followed that participants were surveyed on. From a
research perspective a unique aspect of this case study was the focus on differences

between groups when using interlinked thinking.
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8.1 THE SOCIAL REPORT CASE STUDY CONTEXT

The Social Report is produced by the Ministry of Social Development to provide “a
picture of progress towards better social outcomes for New Zealanders. It uses a set of
statistical indicators to monitor trends across key dimensions of people’s lives at
national, regional and territorial authority levels” (Ministry of Social Development,

2010, p. 4). The stated purpose of the Social Report is:

e to report on social indicators that complement existing economic and
environmental indicators

e to compare New Zealand with other countries on measures of wellbeing

e to contribute to better-informed public debate

e to aid planning and decision making and to help identify key areas for

action. (2010, p. 4)

The Social Report was first published in 2001 and subsequent reports were produced
in 2003, 2007, and 2010. After 2010, funding to produce the report was not provided
by central government. An OECD review of New Zealand governance criticised the lack
of reporting across social outcomes and as a consequence funding was reinstated in

2015.

The indicators used in the 2010 Social Report are as shown in Figure 8-1. The Social
Report data are collected across a number of central government agencies. The
workshops to interlink indicators were viewed as a way to demonstrate to participants
how their work contributed to a wider perspective and to determine the indicator set
that best gives a balanced view of social well-being. Previous work and reporting on
the social indicators has always been on an individual basis, with indicators considered
independent, stand-alone measures that are not interlinked. Change is measured for

each indicator separately as shown in Figure 8-1.
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Figure 8-1: Changes in social well-being, 1995-1997 to 2007-2009. (Source: Ministry of Social

Development, 2010, p. 130).*

81 The circle represents average outcomes for each indicator between 1995 and 1997, and the
spokes represent outcomes between 2007 and 2009. Where possible, the data are averaged
over the 3 years in each period. A spoke extending beyond the circle means the outcome for
this indicator has improved between the two periods. The further the spoke is outside the
circle, the greater the improvement. Where a spoke falls within the circle, the outcome for this
indicator has deteriorated over the decade. The further the spoke is inside the circle, the more
pronounced the deterioration. An important limitation on this style of presentation is that we
cannot directly compare the size of changes for different indicators. Also, the absence of
longer-term trend data for some indicators limits the number of indicators we can display.
Most of the latest data are for 2007, 2008 or 2009, with the exception of suicide and assault

—ll 2007-2009
1995-1997

mortality (both 2005—2007) and adult literacy (2006).
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Working within the case study context the specific goals of the workshops were to:

=

review the current Social Report indicators

2. conceptualise the Social Report indicators as a system

3. provide an opportunity for participants to discuss and document important
relationships between indicators

4. consider how the relationships between indicators impact the work situation of
different participants

5. discuss potential intervention points in the social system to inform planning,

decision-making and key areas for action.

8.2 THE SOCIAL REPORT CASE STUDY PROCESS

A list of the Social Report indicators being considered for the 2015 report was provided
to the researcher by MSD. This list of 73 potential indicators was reduced to 38
indicators by the researcher and the list sent to MSD and SNZ to check they agreed

with it. Reasons for indicators being eliminated included:

1. Inverse relationships (e.g. ‘Employment’ and ‘Unemployment’)

2. Duplication of the same measure (e.g. ‘Cigarette smoking 1’ and ‘Cigarette
smoking 2’)

3. Similarity of impacts (e.g. ‘Representation of ethnic groups in government’ and
‘Representation of women in government’). The links and cause-and-effect

were considered to be very similar.

The steps followed with the WR-GPI to identify indicators from a well-being systems
perspective were not undertaken as the indicators to be interlinked were specifically
for reporting social outcomes. The absence of environmental indicators was raised as
an issue as environmental degradation does have social impacts. Air and water quality
indicators were previously included in the Social Report, but these were dropped at
the instructions of the Social Development Minister. The process of interconnecting
indicators was undertaken on the understanding the system being considered (social)
was in fact a subsystem. Participants were given the option to add any new indicators

they thought relevant for reporting on the social subsystem.

220



Two workshops were held a week apart (February 26 and March 5t 2015). The 14
participants at the first workshop were from Statistics New Zealand (7), Ministry of
Social Development (3), Treasury (2), SUPERU (2). There were more participants at
workshop 2 due to the interest generated at workshop 1. In total there were 18
participants at the workshop from Statistics New Zealand (8), Ministry of Social
Development (3), The Treasury (3), SUPERU (3), and Greater Wellington Regional
Council (1).

First, the set of indicators in the Social Report was discussed and the reduced set of
indicators agreed. This was followed by an introduction to systems thinking and
instructions on how to construct CLDs. The steps set out in Figure 6-1 and described in
the method (Chapter 6) were then followed. Results were presented to participants at

the second workshop, and this was followed by a discussion.

Participants were surveyed at the start of the first workshop and at the end of the
second workshop to get their views on the methodology developed as part of this
research and establish whether they considered it did or did not add value. The

discussion of the questionnaire responses is included in Chapter 10.

8.3 THE SOCIAL REPORT CASE STUDY CONTENT

This section describes the results generated for the Social Report case study when the

method in Figure 6-1 was followed.

8.3.1 Link indicators into a system (Step 1)

Staff members (from central and local government agencies) were mixed to form three
groups (4-5 per group). The 38 Social Report indicators were provided on Al sheets to
each group so they could draw the links (following the CLD rules) they considered

existed between the different indicators.

Workshop participants worked for approximately 90 minutes®? to link indicators, mark
polarity and time delays on the Al sheets, and record the logic of the links drawn. Only

direct links considered by the members of the group as important were drawn.

8 Until they deemed the links in their model were complete at a similar level of detail.
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8.3.2 Transcribe the links and polarity (Step 2)

Between workshops analysis of the links was carried out by the researcher. The models
made by each group were drawn using Vensim™ software. Three links matrices were
constructed. Then the links from the three different groups were transcribed into one
model in Vensim™ as shown in Figure 8-2. When combined, there were 183 links,
which resulted in a model with a very high degree of connectedness. These links were

transcribed into the combined links matrix.

The links from each group were first analysed individually to evaluate the extent to
which the mental models of the groups differed (referred to as: SR Group 1, SR Group
2, SR Group 3). Over the three groups, only 36 links (20%) were the same. Two groups
had 46 links (25%) the same. There were 101 (55%) unique links that were made by

one group only.
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8.3.2.1 SR Group 1. Determine the roles of indicators in the system (Step 3)

Based on their understanding and mental models, SR Group 1 made 123 links between

indicators. From these links the outputs in Table 8-1 were generated.

Table 8-1: SR Group 1 Indicator analysis

Critical/
Indicator Loops Passive Active Active/Passive Buffer
Employment 2583 7 7 1.00 49
Mental health 2375 12 5 0.42 60
Trust in others 2252 6 6 1.00 36
Life satisfaction 2099 14 3 0.21 42
Income purchasing power 1776 2 4 2.00 8
Physical health 1606 9 4 0.44 36
Income inequality 1476 1 7 7.00 7
Acceptance of diversity 1393 3 3 1.00 9
Loneliness 1201 7 2 0.29 14
Living in deprivation 1182 2 8 4.00 16
Perceived discrimination 1158 2 4 2.00 8
Language retention 1036 3 3 1.00 9
Obesity 986 3 1 0.33 3
Work/life balance 844 1 7 7.00 7
Participation culture & arts 726 3 3 1.00 9
Ability to express identity 607 3 4 1.33 12
Fear of crime 601 2 1 0.50 2
Crime 600 5 1 0.20 5
Contact friends & family 438 4 2 0.50 8
Smoking/drinking 414 1 4 4.00 4
Particip. early childhood educ. 296 2 2 1.00 4
Local content TV 293 2 4 2.00 8
Housing affordability 276 3 2 0.67 6
School leavers>NCEA2 216 2 4 2.00 8
Adult literacy in English 208 1 3 3.00 3
Voluntary work 204 1 4 4.00 4
Household crowding 180 2 1 0.50 2
Physical activity 160 2 2 1.00 4
Infant immunisation 140 2 1 0.50 2
Road casualties 112 2 2 1.00 4
Maori language speakers 76 1 4 4.00 4
Job satisfaction 68 1 2 2.00 2
Work related injury 61 1 3 3.00 3
Perceived corruption 49 1 2 2.00 2
Representation 49 2 2 1.00 4
High Skilled workforce 8 2 1 0.50 2
Phone & internet access 0 0 5 0
Voter turnout 0 6 0 0
Total Loops 2639

Indicators with a high active total relative to other indicators are: (i) Living in
Deprivation (8); (ii) Employment (7); (iii) Income inequality (7); and, (iv) Work/life

balance (7).
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Indicators with a high passive total relative to other indicators are: (i) Life satisfaction

(14); (ii) Mental health (12); and (iii) Physical health (9).

Critical indicators that play a significant role in the system are: (i) Mental health (60);
(ii) Employment (49); (iii) Life satisfaction (42); Trust in others (36); and (v) Physical
health (36).

The buffer (red/italic) indicators identified are: (i =) Phone & internet access (0); Voter
turnout (0); (ii =) High Skilled workforce (2); Perceived corruption (2); Job satisfaction

(2); Infant immunisation (2); Household crowding (2); and Fear of crime (2).

8.3.2.2 SR Group 1. Analyse the feedback loops in the system (Step 4)

Table 8-1 shows that ‘Employment’ is the most connected indicator in the system, as it
is in 2583 of the 2639 total loops. The system is very dependent on ‘Employment’;

when this is removed only 56 (2. 12%) of loops remain.

Whether the system is stable or not can be determined from the ratio of reinforcing to
balancing loops. The SR Group 1 system is heavily orientated towards reinforcing loops
with 2578 of the total 2639 reinforcing and only 61 balancing loops. This indicates the

system is not stable in the long-term.

Strong links in the system also provide useful information on where policy might be
effective. Table 8-2 provides the links that are traversed most frequently in the SR
Group 1 system. For SR Group 1 the most important relationships in their system are
that of ‘Employment’ to ‘Income inequality’; ‘Life satisfaction’ to ‘Trust in others’;

‘Mental health’ to ‘Employment’ and ‘Trust in others’ to ‘Acceptance of diversity’.

Table 8-2: SR Group 1 Strong links in the system

From indicator To indicator Total
Employment Income inequality 1476
Life satisfaction Trust in others 1441
Mental health Employment 1281
Trust in others Acceptance of diversity 1247
Obesity Physical health 986
Employment Income purchasing power 888
Income inequality Income purchasing power 888
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Looking at the time factor, the longest reinforcing loop goes through ‘Employment’
and connects 19 indicators. The longest balancing loop connects 12 different

indicators.

8.3.2.3 SR Group 2. Determine the roles of indicators in the system (Step 3)
Based on their understanding and mental models SR Group 2 made 93 links between

indicators. From these links the outputs in Table 8-2 were generated.

Table 8-3: SR Group 2 Indicator analysis

Critical/
Indicator Loops Passive Active Active/Passive Buffer
Living in deprivation 52 3 7 2.33 21
Mental health 45 6 4 0. 67 24
Smoking/drinking 42 1 4 4.00 4
School leavers>NCEA2 38 3 2 0.67 6
Employment 35 5 4 0.380 20
Income purchasing power 28 2 5 2.50 10
High Skilled workforce 24 2 3 1.50 6
Loneliness 23 3 2 0.67 6
Infant immunisation 20 1 2 2.00 2
Physical health 20 10 2 0.20 20
Particip. early childhood education 19 1 1 1.00 1
Voluntary work 17 3 3 1.00 9
Adult literacy in English 14 1 1 1.00 1
Household crowding 13 3 1 0.33 3
Income inequality 10 3 2 0.67 6
Phone & internet access 9 1 2 2.00 2
Work/life balance 9 2 2 1. 00 4
Housing affordability 7 1 1 1.00 1
Contact friends & family 4 2 2 1.00 4
Obesity 3 2 2 1.00 4
Language retention 3 2 1 0.50 2
Ability to express identity 3 4 6 1.50 24
Physical activity 2 1 2 2.00 2
Maori language speakers 2 2 1 0.50 2
Participation culture & arts 1 3 1 0.33 3
Road casualties 1 1 1 1.00 1
Local content TV 1 1 2 2.00 2
Job satisfaction 0 1 2 2.00 2
Trust in others 0 3 1 0.33 3
Perceived discrimination 0 0 11 0
Perceived corruption 0 0 5 0
Voter turnout 0 2 0 0
Representation 0 1 4 4.00 4
Life satisfaction 0 9 0 0
Work related injury 0 0 1 0
Crime 0 3 1 0.33 3
Fear of crime 0 3 0 0
Acceptance of diversity 0 2 2 1.00 4

a
N

Total Loops
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Indicators with a high active total relative to other indicators are: (i) Perceived

discrimination (11); (ii) Living in Deprivation (7); and (iii) Ability to express identity (6).

Indicators with a high passive total relative to other indicators are: (i) Physical health

(20); (ii) Life satisfaction (9); and (iii) Mental health (6).

Critical indicators that play a significant role in the system are: (i) Mental health (24);

(i) Ability to express identity (24); and (iii) Living in deprivation (21).

The buffer (red/italic) indicators identified are: (i =) Fear of crime (0); Work related
injury (0); Life satisfaction (0); Perceived discrimination (0); Perceived corruption (0);
Voter turnout (0); (ii =) Road casualties (1); Housing affordability (1); Adult literacy in

English (1); and, Participation early childhood education (1).

8.3.2.4 SR Group 2. Analyse the feedback loops in the system (Step 4)

Table 8-2 shows that ‘Living in Deprivation’ is the most connected indicator in the
system as it is in 52, of the 62 total loops. When this indicator is taken out of the

system only 10 (16%) loops remain.

The SR Group 2 system has no balancing loops. All 62 are reinforcing loops, which

indicate the system has no stabilising capacity over the long term.

For SR Group 2 the strong links in the system are as set out in Table 8-4. These are
important relationship in their system that can achieve extensive results because of
the number of times that relationship occurs. For SR Group 2, the strong links are
‘Mental health’ to ‘Smoking/drinking’; Smoking/drinking to ‘Living in deprivation’; and

‘School leavers>NCEA2 (i.e. education)’ to ‘High skilled workforce’.

Table 8-4: SR Group 2 Strong links in the system

From indicator To indicator Total
Mental health Smoking/drinking 42
Smoking/drinking Living in deprivation 40
School leavers>NCEA2 High Skilled workforce 24
Loneliness Mental health 23
Employment Income purchasing power 20
Living in deprivation Infant immunisation 20
Physical health Mental health 20
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Looking at the time factor, the longest reinforcing loops all go through ‘Employment’

and connect 12 different indicators.

8.3.2.5 SR Group 3. Determine the roles of indicators in the system (Step 3)
Based on their understanding and mental models, SR Group 3 made 85 links between

indicators. From these links the outputs in Table 8-5 were generated.

Table 8-5: SR Group 3 Indicator analysis

Critical/
Indicator Loops Passive Active Active/Passive Buffer
Mental health 41 7 5 0.71 35
Physical health 39 8 4 0.50 32
Physical activity 28 5 3 0.60 15
Employment 27 2 3 1.50 6
Income purchasing power 23 1 4 4.00 4
Life satisfaction 23 9 1 0.11 9
Contact friends & family 21 4 3 0.75 12
Phone & internet access 18 1 2 2.00 2
Obesity 18 2 3 1.50 6
Loneliness 17 6 2 0.33 12
Acceptance of diversity 8 6 7 1.17 42
Living in deprivation 4 2 3 1.50 6
Trust in others 3 2 5 2.50 10
Representation 3 2 2 1.00 4
Household crowding 3 2 1 0.50 2
Ability to express identity 3 4 1 0.25 4
Perceived corruption 2 1 2 2.00 2
Voter turnout 2 2 1 0.50 2
Housing affordability 2 2 1 0.50 2
Participation culture & arts 2 3 2 0.67 6
Maori language speakers 2 2 3 1.50 6
Income inequality 1 1 1 1.00 1
School leavers>NCEA2 0 1 3 3.00 3
High Skilled workforce 0 1 1 1. 00 1
Job satisfaction 0 1 1 1.00 1
Perceived discrimination 0 1 3 3.00 3
Particip. early childhood educ 0 0 1 0
Infant immunisation 0 0 1 0
Voluntary work 0 1 2 2.00 2
Work/life balance 0 0 4 0
Work related injury 0 0 2 0
Crime 0 1 1 1.00 1
Fear of crime 0 2 0 0
Smoking/drinking 0 0 3 0
Road casualties 0 1 1 1.00 1
Language retention 0 1 0 0
Adult literacy in English 0 1 0 0
Local content TV 0 0 3 0

(o)}
iy

Total loops

Indicators with a high active total relative to other indicators are: (i) Acceptance of

diversity (7); (i) Trust in others (5); and (iii) Mental health (5).
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Indicators with a high passive total relative to other indicators are: (i) Life satisfaction

(9); (ii) Physical Health (8); (iii) and Mental health (7).

Critical indicators that play a significant role in the system are: (i) Acceptance of

diversity (42); (ii) Mental health (35); (iii) and Physical health (32).

The buffer (red/italic) indicators identified are: (i =) Work/life balance (0); Work
related injury (0); Fear of crime (0); Smoking/drinking (0); Language retention (0); Adult
literacy in English (0); Local content TV (0); Infant immunisation (0); Participation early
childhood education (0); (ii =) Crime (1); Road casualties (1); Job satisfaction (1); High

Skilled workforce (1); and, Income inequality (1).

8.3.2.6 SR Group 3. Analyse the feedback loops in the system (Step 4)

Table 8-5 shows ‘Mental health’ is the most connected indicator in the system. ‘Mental
health’ is in 41 of the 61 total loops. When this indicator is taken out of the system

only 10 (32. 78%) loops remain.

The SR Group 3 system has no balancing loops. All 61 are reinforcing loops. This

indicates the system is not stable in the long-term.

Table 8-6 shows the strong links traversed most frequently in the SR Group 3 system.
For SR Group 3 the strongest relationship in their system is that from ‘Physical health’

to ‘Employment’.

Table 8-6: SR Group 3 Strong links in the system

From indicator To indicator Total
Physical health Employment 27
Employment Income purchasing power 23
Life satisfaction Mental health 23
Mental health Physical activity 21
Income purchasing power Phone & internet access 18
Mental health Physical health 13
Physical activity Obesity 13

Looking at the time factor, the longest reinforcing loop goes through Mental Health

and connects 10 indicators.
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8.3.2.7 Combined Groups. Determine the roles of indicators in the system (Step 3)

The links made by each of the three groups were combined into one model. This was
done (as with the WR-GPI links) to construct a model that had all the relationships
participants considered important in the system. When combined there were 183

links. From these links the outputs in Table 8-7 were generated.

Table 8-7: Combined group indicator analysis

Critical/
Indicator Passive  Active Active/Passive Buffer
Mental health 17 9 0.53 153
Employment 9 8 0.89 72
Physical health 12 6 0.50 72
Trust in others 8 8 1.00 64
Acceptance of diversity 7 9 1.29 63
Ability to express identity 7 8 1.14 56
Life satisfaction 15 3 0.20 45
Living in deprivation 4 11 2.75 44
Participation culture & arts 6 6 1.00 36
Perceived discrimination 2 13 6. 50 26
Representation 5 5 1.00 25
Loneliness 8 3 0.38 24
Income inequality 3 8 2.67 24
Contact friends & family 7 3 0.43 21
Income purchasing power 3 6 2.00 18
Voluntary work 3 6 2.00 18
School leavers>NCEA2 4 4 1.00 16
Physical activity 5 3 0.60 15
Work/life balance 2 7 3.50 14
Phone & internet access 2 6 3.00 12
High Skilled workforce 3 4 1.33 12
Obesity 4 3 0.75 12
Language retention 4 3 0.75 12
Maori language speakers 3 4 1.33 12
Perceived corruption 2 5 2.50 10
Smoking/drinking 2 5 2.50 10
Local content TV 2 5 2.50 10
Job satisfaction 3 3 1. 00 9
Voter turnout 6 1 0.17 6
Participation early childhood educ 3 2 0.67 6
Housing affordability 3 2 0.67 6
Household crowding 3 2 0.67 6
Crime 6 1 0.17 6
Infant immunisation 2 2 1.00 4
Fear of crime 4 1 0.25 4
Road casualties 2 2 1.00 4
Work related injury 1 3 3.00 3
Adult literacy in English 1 3 3.00 3
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In the combined model indicators with a high active total relative to other indicators
are: (i) Perceived discrimination (13); (ii) Living in deprivation (11); (iii) Acceptance of

diversity (9); and (iv) Mental health (9).

Indicators with a high passive total relative to other indicators are: (i) Mental health

(27); (ii) Life satisfaction (15); and (iii) Physical health (12).

Critical indicators that play a significant role in the system are: (i) Mental health (153);
(ii) Employment (72); (iii) Physical health (72); Trust in others (64); and, Acceptance of
diversity (63).

The buffer (red/italic) indicators identified are: (i =) Adult literacy in English (3); Work

related injury (3); (ii =) Road casualties (4); Fear of crime (4); and, Infant immunisation

(4).

8.3.2.8 Combined Groups. Analyse the feedback loops in the system (Step 4)

The analysis of feedback loops using the algorithm could not be done due to the very
large number of loops in the combined system. As noted on Figure 8-2, ‘Infant

immunisation’, which is not highly linked, was part of 32,755 feedback loops.

8.3.2.9 Consistency across SR interlinked models

Additional analysis was carried out to determine the degree of consistency between

the models constructed by the different groups.

Table 8-8 lists the top indicators identified by the three groups both individually and
when the links made by all groups were combined. Italics show where indicators were

included in 3 out of the 4 models.

There was variation across the groups in terms of the selected active indicators in their

models. ‘Living in Deprivation’ was the only indicator in 3 out of the 4 models.

The passive indicators that react quickly relative to other indicators in the system were

consistent across all models: ‘Mental health’, ‘Physical health” and ‘Life satisfaction’.

Critical indicator analysis showed ‘Mental health’ plays a critical role in all 4 well-being

models and ‘Physical health’ in 3 models.
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The buffer indicators that absorb impacts and slow down the effects of change are

reasonably consistency with ‘Fear of crime’ a buffer in all 4 models. ‘Work related

injury’, ‘Adult literacy in English’, ‘Road casualties’, ‘Participation early childhood

education’, and ‘Voter turnout’ appearing as buffer indicators in 3 different models.

Table 8-8: Common indicators identified by each group and in the combined model

| Combined links | SR Group 1 | SR Group 2 | SR Group 3
Active
Perceived discrimination | Living in Deprivation (8) Perceived Acceptance of diversity
(23) discrimination (11) (7)

Living in deprivation (11)

Employment (7)

Living in Deprivation

(7)

Trust in others (5)

Acceptance of diversity

(9)

Income inequality (7)

Ability to express
identity (6)

Mental health (5)

Mental health (9)

Work/life balance (7)

Passive

Mental health (17)

Life satisfaction (14)

Physical health (10)

Life satisfaction (9)

Life satisfaction (15;

Mental health (12)

Life satisfaction (9)

Physical Health (8)

Physical Health (12)

Physical health(9)

Mental health (6)

Mental health (7.

Critical

Mental health (153)

Mental health (60)

Mental health (24)

Acceptance of diversity
(42)

Physical health (72)

Employment (49)

Ability to express
identity (24)

Mental health (35)

Employment (72)

Life satisfaction (42)

Living in deprivation
(21)

Physical health (32)

Trust in others (64)

Physical health (36)

Physical health (20)

Physical activity (15)

Buffer

Work-related injury (3)

Voter turnout (0)

Fear of crime (0);

Work/life balance (0)

Adult literacy in English
(3)

Phone & internet access

(0)

Work related injury (0)

Work related injury (0)

Road casualties (4)

High Skilled workforce
(2)

Life satisfaction (0)

Fear of crime (0)

Fear of crime (4) Perceived corruption (2) | Perceived Smoking/drinking (0)
discrimination (0)
Crime (6) Infant immunisation (2) Voter turnout (0) Adult literacy in

English (0)

Household crowding (6)

Household crowding (2)

Road casualties (1)

Local content TV (0)

Housing affordability (6)

Fear of crime (2)

Housing affordability
(1)

Infant immunisation

(0)

Participation early

Adult literacy in English

Participation early

childhood education (6) (1) childhood education
(0)
Voter turnout (6) Participation early Crime (1)

childhood education (1)

Road casualties (1)

Job satisfaction (1)

High Skilled workforce
(1)

Income inequality (1)

Italics = in 3 or more models.
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8.3.2.10 Determine intervention points (Step 5)

Potential intervention points were explored for the individual and combined models.

Using the Vester (2007) approach, the intervention points83 identified are as shown in
Table 8-9. There was no common intervention point across all models. Three

intervention points were common to two models.

Table 8-9: Intervention points in the Social Report systems using the Vester method

Combined links SR Group 1 SR Group 2 SR Group 3

Perceived discrimination Living in deprivation Income purchasing Trust in others
power

Work/life balance Income inequality

Phone and internet access  Work/life balance
Living in deprivation

Income inequality

Perceived corruption

Smoking/drinking

Local content TV

Bold = common to two models.

The Hirlimann (2009) method adding a time dimension using a cross-time matrix (CTM) was
applied for the combined-groups model. The time delays were as marked on the Al sheets by
the SR workshop participants. The potential intervention points identified are shown in Figure
8-3 and Table 8-10.

: \'_I 20,13 # m

12

Influenceonthe system

E 11,9
a S S
]
=
B 76—
<L 18,5 4 28,5 % 365 %
e e Srd—tr
23,3 ¥
a3, 4L ':
T T T T 1
2.0 3.0 4.0 5.0 6.0
Produced Delay

Diffusion speed

Figure 8-3: Possible intervention points when delays in the system are included. Data point
names given in Tables 8-10.

8 Using the cut-off of active =5 ; active/passive >2.5.
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Key:

[ High Active Sum (AS) and low Produced Delay (PD) value. High impact and react very
quickly to change. Possible intervention points if the goal is quick change

1] High AS and PD values. High impact but longer paths or slow spread through system.
Appropriate intervention point if goal is slow but substantial change

" Low AS value, high PD value. No impact and a delayed reaction. Not appropriate for
intervention

IV Low AS and PD values act quickly to changes, but low impact. Not well suited for
intervention as do not change system in a meaningful way.

As Figure 8-3 shows, there are a greater number of possible intervention points to

consider with this approach than with the Vester quotient approach.

In addition, introducing a time dynamic changes the order of priority for intervention
in the system. The distribution of the intervention points identified using the Vester
quotient approach was mixed between Quadrants | and Il. In general, policy and

decision-makers prefer quick responses as they are easier to measure and manage.

Table 8-10: Short-term and longer-term intervention points in the Social Report system using
the Hiirlimann method

Short term Longer term

(1.0, 9) Mental Health (1.1, 8) Income inequality

(1.0, 8) Ability to express identity (1.1, 9) Acceptance of diversity
(1.0, 8) Trust in others (1.7, 6) Physical health

(1.0, 7) Work/life balance (1.8, 5) Smoking/drinking

(1.0, 6) Participation culture & arts (1.8, 11) Living in deprivation
(1.0, 6) Voluntary work (2.0, 13) Perceived discrimination
(1.0, 6) Income purchasing power (2.1, 8) Employment

(1.0, 6) Phone & internet access (2.8, 5) Local content TV

(1.0, 5) Representation (3.6, 5) Perceived corruption

Italics = identified also by Vester approach

Again, this analysis identifies only possible intervention points. The actual choice
depends on the outcomes decision-makers are trying to achieve. The decision will have
to take into account many other factors, including the extent to which an indicator can

be influenced by policy makers and the reliability of the time estimates.

8.3.2.11 Run What-if (Step 6)
Based on the linkages model produced by SR Group 2, which had the most loops
linking to the indicator ‘Living in Deprivation’ a what-if was run to look at the impact of

providing phone and internet access to people living in deprivation. All the loops that
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involved the indicator ‘Living in Deprivation’ are reinforcing and the path dependency

is that living in deprivation leads to continued living in deprivation.

The polarity of the link between ‘Living in Deprivation’ and ‘Phone & internet access’

was changed from negative to positive for this what-if. Analysis of loops in Figure 8-4

showed that nine of the 52 loops involving ‘Living in Deprivation’ changed to balancing.

Phone &
internet access affordability

\ T inequality

Household

crowding Living in =~ <——_
Housmg < ‘\_ ngd + Smoking/

Deprivation S
drinking

Income

Physical

Health
ment Income

+ purchasmg power \
+

Contact friends

Emplo

& family Mental
/ + Health
Loneliness Work/life
\_Voluntary <_/ balance
work

[ Active components

Passive components

Figure 8-4: What-if: Providing phone and internet access to people living in deprivation.

The following are the nine balancing feedback loops that reduce ‘Living in Deprivation’

if access to phone and internet is provided:

Loop 1:

Loop 2:

Loop 3:

Loop 4:

Living in deprivation—Phone & internet access (+)—>Contact friends & family
(+)—Loneliness (-)>Mental health (-)>Smoking/drinking (-)—Living in
deprivation (+)

Living in deprivation—Phone & internet access (+)—>Contact friends & family
(+)—>Mental health (+)—>Smoking/drinking (-)—Living in deprivation (+)

Living in deprivation—>Phone & internet access (+)—>Employment (+)—Income
inequality (-)—Living in deprivation (+)

Living in deprivation—>Phone & internet access (+)—>Employment (+) ->
Income inequality (-)—>Household crowding (+)—Physical health (-)—>Mental
health (+)—>Smoking/drinking (-)—Living in deprivation (+)
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Loop 5: Living in deprivation—>Phone & internet access (+)—>Employment (+)—Income
purchasing power (-)—Living in deprivation (+)

Loop 6: Living in deprivation-> Phone & internet access (+)—>Employment (+)—Income
purchasing power (+)—>Housing affordability (+)—>Household crowding
(-)—>Physical health (-)—>Mental health->Smoking/drinking (-) ->Living in
deprivation (+)

Loop 7: Living in deprivation—Phone & internet access (+)—>Employment (+)—Income
purchasing power—(+) Voluntary work (+)—Loneliness (-)—>Mental health (-
)—>Smoking/drinking (-)—Living in deprivation (+)

Loop 8: Living in deprivation—>Phone & internet access (+)>Employment (+)—>Income
purchasing power (+)—>Work/life balance (+)—Voluntary work (+)—Loneliness
(-)>Mental health (-)—>Smoking/drinking (-)—Living in deprivation (+)

Loop 9: Living in deprivation—>Phone & internet access (+)—>Employment
(+)—>Loneliness (-)—>Mental health (-)—>Smoking/drinking (-)—Living in
deprivation (+)

This what-if shows that for those ‘Living in deprivation’ the provision of ‘Phone &
internet access’ can have a positive impact on well-being by increasing ‘Employment’
and providing more ‘Contact with family and friends’. The ratio of reinforcing to
balancing loops remains high at 43:9. Therefore, there will still be strong drivers
towards continued deprivation as a consequence of other factors such as increased

‘Household crowding’ and decreased ‘Physical health’.

8.3.3 Weighting

Because the literature (see for example, OECD, 2008) considers weighting can be an
issue for indicators, an additional investigation was undertaken for this case study. This
is not part of the interlinked thinking method. The combined links matrix was used to
test whether the role of an indicator differed markedly if weighting is used with
interlinking. The first analysis had all links with a weighting of 1. The second analysis
was carried out with links having a weighting of ‘3’ if all groups included this link; 2" if
two groups included this link; or ‘1" if only 1 group included this link. The results listed
in Table 8-11 indicate that weighting did not make a big difference to the indicators
roles of ‘active’, ‘passive’, and ‘critical’; the order of ranking only changing slightly. For
example, with weighting in the active category, ‘Acceptance of diversity’ with a score
of 12 would rank after ‘Employment’ with a score of 14. With weighting two ‘active’

indicators ‘Income purchasing power (13) and ‘Work/life balance’ (13), (not listed in
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Table 8-11), rank more highly than ‘Trust in others’ (12) and ‘Ability to express identity’
(12).

With the passive indicators, ‘Mental health” moved from first to third and ‘Loneliness’
ranked before ‘Employment’. The critical indicators stayed the same, with no change

in order.

Table 8-11: Comparison of weighted and unweighted scores

Indicator Role Indicators by rank*

Active Perceived discrimination (13, 18); Living in deprivation (11, 18); Mental
health (9, 14); Acceptance of diversity (9, 12); Employment (8, 14); Trust in
others (8, 12); Ability to express identity (8, 11).

Passive Mental Health (17, 25) Life satisfaction (15, 32); Physical health (12, 27);
Employment (9, 14); Trust in other (8, 11); Loneliness (8, 16); Contact with
friends and family (7, 10); Acceptance of diversity (7, 11); Ability to express
identity (7, 11).

Critical Mental health (153, 350); Physical health (72, 270); Employment (72, 196);
Trust in others (64, 132); Acceptance of diversity (63, 132); Ability to express
identity (56, 121); Life satisfaction (44, 128); Living in deprivation (44, 126)

* First number in brackets is unweighted score and second is weighted score. Changed ranking
in italics
From the consistency in the indicators it could be assumed that weighting does not

make a significant difference to the role an indicator plays in a system.

8.4 SUMMARY

The workshops using the Social Report indicators showed the interlinked thinking
method developed to understand relationships between indicators could be used with

indicator sets other than the WR-GPI indicators.

The decision to analyse each model individually, and then the combined models,
provided some interesting insights. First, the process revealed how differently each
group saw the interrelationships between the indicators and the extent to which their
mental models differed. The large number of participants involved in the Social Report
workshops led to a lively discussion within the groups and diverse links made as a
result. Inclusion of groups such as NGOs that are outside government, would

potentially have added further to the richness of the links produced.
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Despite the different models generated, the CLD analysis process revealed some
consistent outcomes. ‘Living in deprivation” was an important active indicator across
the three group models and the combined model. The three top ‘Passive’ indicators
were the same across all models (Mental health, Life satisfaction and Physical health).
Critical indicators also had a degree of consistency with ‘Mental health’” and ‘Physical
health’ in all four models; and ‘Employment’ in three out of the four. Buffer indicators
also had cross-overs. The feedback loop analysis of the separate group models showed
all were heavily orientated to reinforcing so lacked stability and resilience. There were
no balancing loops in two of the models and a much greater number of reinforcing

loops than of balancing loops in the third.

While the number of links modelled was much greater than can usually be
incorporated in a systems model, the workshop process revealed there is a limit to the
number of links that can be handled with the interlinked thinking method. This was
demonstrated with the combined model, where the number of loops generated was so

great the algorithm could not cope with the size.

There was some consistency with the WR-GPI indicators in the ‘Passive’ and ‘Critical’
roles, even though the indicator sets used were different. This, plus issues such as
participants not taking the opportunity to add or delete indicators, will be covered in

Chapter 10.

The next chapter tests the interlinked thinking method in a non-participatory context.
For this case study, the OECD Better Life indicators were interlinked in a desktop

exercise.
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9 OECD BETTER LIFE CASE STUDY

Chapter 9 considers, “Is the method developed to understand relationships between
indicators able to be used in a non-participatory context?” To answer this question the
interlinked thinking method is applied in a third case study using the Organisation for
Economic Cooperation and Development (OECD) Better Life Index. The OECD’s ‘Better
Life Index: Measuring Well-being and Progress’ (http://www.oecdbetterlifeindex.org/)
uses 11 topics to measure well-being. The OECD considers these topics sufficient to
cover the material living and quality of life conditions that determine whether or not

life is getting better.

The OECD well-being measure has each of the topics as independent. There is,
however, no way to truly understand a society’s well-being without taking into account
how a change in one area flows-on to change the many other components that also
contribute to well-being. It is the dynamics of the interdependencies between the
topics that determines well-being. Policy interventions to improve well-being require
understanding the interlinked structure and the multiple feedback loops of which each

component is part.

This chapter first provides an introduction to the OECD Better Life Index and the case
study process that was followed. An assessment of whether or not the OECD Better
Life topics conform to the requirements for indicators from a systems perspective is
then undertaken. Next, the logic for the links made between topics is explained. The
interlinked thinking method is applied to the model constructed and the results
analysed as for the previous two case studies. This case study also illustrates the

application of cause and use trees.
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9.1 THE OECD CASE STUDY CONTEXT

The OECD definition of social progress is “improvements in the well-being of people

n84

and households.””" The intent of the Better Life Index is to measure progress in society

based on the aspects of life that are important to people and impact their quality of

o

life. Using a broader appraisal than GDP is required, as “... public policies can only

deliver best fruit if they are based on reliable tools to measure the improvement they

seek to produce in our lives.”®

The OECD framework has three distinct domains: (1) material conditions; (2) quality of
life; and (3) sustainability. The 11 topics (referred to in this dissertation from here on
as indicators for consistency) used by the Better Life Index to measure well-being and

progress are set out in Figure 9-1.

INDIVIDUAL WELL-BEING
[Populations averages and differences across groups|

Quality of Life Material Conditions
0 Health status G Income and wealth
a Work-life balance e Jobs and eamings
) Education and skills 0 Housing

@ Social connections I
=, Civicen ent |
© and govemance .
o Environmental quality :
€3 personal security :
o Subjective well-being |

|

SUSTAINABILITY OF WELL-BEING OVER TIME
Requires preserving different types of capital:

MNatural capital Human capital
Economic capital Social capital

Figure 9-1: OECD Framework for measuring well-being and progress. (Source: OECD, 2013
http://www.oecd.org/statistics/measuring-well-being-and-progress.htm).

There are eight ‘Quality of Life’ indicators and three indicators that cover the ‘Material

Conditions’ of life to which that GDP contributes. The framework includes preserving

# http://www.oecd.org/statistics/measuring-well-being-and-progress.htm
¥Secretary-General of the OECD http://www.oecd.org/social/yourbetterlifeindex.htm
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the four capitals over time as a measure of sustainability, though how this is to be
incorporated into the OECD Better Life Index has not yet been determined (OECD,
2013a).

The indicators used have been selected to increase understanding of what drives the
well-being of people and nations and how greater progress for all can be achieved.

According to the website,®® the OECD Better Life Index:

e “Helps to inform policy making to improve quality of life

e Connects policy to people’s lives

e Generates support for needed policy measures

e Improves civic engagement by encouraging the public to create their own
index and share their preferences

e Empowers the public by improving their understanding of policy-making.”

An interactive website (http://www.oecdbetterlifeindex.org/) allows comparison of
how life is experienced in the 34 OECD countries and two non-OECD countries (Brazil
and Russia). Figure 9-2 shows the 2015 edition of the Better Life measures across the
different countries.’’” New Zealand results are the accentuated bars. Data are also
presented as petals (Figure 9-3) using the same colour legend as in Figure 9-2. The
length of the petal represents a country’s score as calculated by the quantitative data;

the width represents the importance assigned to the indicator by on-line users.

% http://www.oecd.org/statistics/measuringwell-beingandprogressunderstandingtheissue.htm
8 Found at http://stats.oecd.org/Index.aspx?DataSetCode=BLI2014 downloaded 22 May 2015.
Note that this is the latest combined data set. Not all data relate to the year 2015.
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Figure 9-2: New Zealand compared to other OECD countries 2015 edition.
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Figure 9-3: New Zealand by indicator 2015.
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It can be seen in Figure 9-2 that for New Zealand income is very low compared with
other OECD countries. ‘Health’, ‘Environment’, and ‘Civic engagement’ rank highly. The
information provided does not attempt to show how the indicators interlink, or for
policy purposes, the potential leverage points in the well-being system. For example, a
cursory analysis of Figure 9-2 may lead to a decision to focus on income levels as a way
to improve well-being in New Zealand. However, this may have negative impacts on
other measures, such as ‘Health’ or the ‘Environment’. Lack of understanding of cause-

and-effect may result in a lower overall level of well-being for the country.

The OECD website (http://www.oecdbetterlifeindex.org/) refers to relationships
between well-being and these are described using both qualitative and quantitative
data. The text of the OECD (2014, p. 33) Society at a Glance 2014 report refers to the
compounding and follow-on effects of the Great Recession of 2008-9 and graphs
indicators against each other (e.g. Figure 1. 8, p.34) with the proviso that the graphs do
not prove causal relationships. An objective of this case study is to reach a better

understanding of what the cause-and-effect relationships might be.

9.2 THE OECD CASE STUDY PROCESS

The case study using the OECD Better life Index indicators was a desktop exercise done
without participants. The first step was for the researcher to link the indicators (as set
out in Appendix 4a). This was done using information on the OECD Better Life website
(http://www.oecdbetterlifeindex.org/) and other literature as referenced in Appendix

4b).

Analysis of the links is as per the method set out in Chapter 6. No estimates for delays
in the system were made, so intervention points were not calculated using the
Hirlimann approach. The results from the analysis were compared with those
generated by OECD Better Life Index on-line users. A full discussion of the results is

done in conjunction with the other two case studies in Chapter 10.

9.2.1 The OECD indicators
A consultation process with OECD member countries was carried out to select the
indicators used by the OECD Better Life Index to measure well-being. According to the

OECD, the indicators cover dimensions of well-being that are universal and relevant to
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all peoples. It is, however, acknowledged that a country may want to include context-
specific measures for their national level analysis, and that the indicator set may

change in the future (http://www.oecdbetterlifeindex.org/).

Other considerations were statistical criteria such as relevance (i.e. face-validity,
depth, policy relevance) and data quality (i.e. predictive validity, coverage, timeliness,
cross-country comparability, etc.) (http://www.oecdbetterlifeindex.org/). The Better
Life well-being indicators have between one and four sub-indicators (see Table 9-1).
The score for each indicator is calculated by normalising (between values of 0 for worst

outcome and 1 for best outcome) and taking an average.88

Table 9-1: Indicator definitions and sub-indicators used in the OECD Better Life Index

Indicator OECD indicator description and the sub-indicators used for measurement
(italics)

Education Education = your education and what you get out of it. (Years in education,
Educational attainment, Student skills)

Jobs Jobs = earnings, job security and unemployment. (Personal earnings, Long-
term unemployment rate, Employment rate, Job security)

Health Health = how healthy are you. (Life expectancy, Self-reported health)

Income Income = household income and financial wealth. (Household net financial
wealth, Household net adjusted disposable income)

Safety Safety = murder and assault rates. (Assault rate, Homicide rate)

Community Community = Quality of support network

Worklife balance Worklife balance = how much you work/play. (Employees working very
long hours, Time devoted to leisure & personal care)

Environment Environment = quality of your environment. (Air pollution, Water quality)

Life satisfaction Life satisfaction = how happy are you?

Housing Housing = your housing conditions and spending. (Dwellings without basic

affordability facilities, Housing expenditure, Rooms per person)

Civic engagement Civic engagement = your involvement in democracy (Voter turnout,
Consultation on rule-making)

For this research, the first attempt to link indicators was made at the sub-indicator
level (italics in Table 9-1) as this was more detailed. This was not successful because
the sub-indicators measure the same concept as the averaged indicator and therefore
multiple links were duplicated. For example, for education, ‘Years in education’,
‘Educational attainment’, ‘Student skills’ link to other indicators in the same way.

Additionally, working at the sub-indicator level introduced unintended weighting to

8 As per http://www.oecdbetterlifeindex.org/about/better-life-initiative/#question11
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the analysis as some indicators have only one measure (e.g. Community), whereas

others have up to four (e.g. Jobs).

9.2.2 The OECD indicators from a systems perspective (Step 0)

As a systems approach to well-being is being used for the OECD Better Life Index, the
Vester (2007) criteria matrix was used to check if the system’s requirements are met.
As discussed in Chapter 5, 18 criteria need to be covered to ensure the system picture
is not distorted. Values (1 = fully present; 0. 5 = partially present; 0 = not present) were
assigned by the researcher to each of the 11 indicators according to how well they
meet the 18 criteria matrix descriptions. All criteria need to be represented, and the
columns, when added, need to be reasonably balanced. If all areas are adequately
covered this can indicate (but, as Vester emphasizes, does not prove) a system is
present. When Vester’s bio-cybernetic method was applied to the OECD indicators all
areas were covered, though some were covered more extensively than others. The
totals ranged from 5.5 to 11, as shown in Table 9-2. The requirement that the seven
‘Spheres of Life’ have a minimum of three criteria (Savelsberg, 2008) was also met.
Based on this assessment the OECD indicator set, while at a high level, does provide a

systemic representation of well-being.
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