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## Abstract

A unified development of the theoretical basis of response surface methodology, particularly as it applies to second order response surfaces, is presented. A rigorous justification of the various tests of hypothesis usually used is given, as well as a convenient means of making tests on whole factors, rather than on terms of a given degree, as is customary at present. Finally, the super--imposition of some elementary classification designs on a response surface design is considered.
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## Introdnction

Response surface methodology seeks to estimate, by regression methods, that lincar combination of previously specified graduating functions of a number of independent variables which provides, in some sense, the best fit to an observed response.

While the techniques of fitting are identical with, or closely related to, those of multiple linear regression, the emphasis is slightly different, in that considerable stress is laid on the design aspect of the problem. It is assumed that the levels of the independent variables may be pre-specified at will, within broad limits. The space defined on the independent variables, and vithin these limits, is termed the region of operability. The sub-rpace of this refion, in which estimates of response are of interest to the experimenter, is tormed the region of interest.

Typically, a number of experiments are carried out, according to some previously decided experimental plan. Each experiment consists of the measurement of an observed response at a point defined by some combination of the independent variables. In some cases, sequential designs are used - that is, the curve fitted to date is used as information to assist in the specification of the combination of independent variables to be used in the next experiment.


#### Abstract

is measured by replication of experimental points, or by the residual error of the observed response from the fitted surface. This latter error can arise from a true observational error or from inadequate specification of the model, whereas the error based on point replication estimates true experimental error only. For this reason, when point replication is used, the residual error may be used to test model adequacy.


## The model

The model is developed by assuming $p$ independent variables, given by

$$
\underline{\xi}=\left(\xi_{1} \ldots \xi_{p}\right)^{T}
$$

and k pre-specified vector graduating functions of these variables, given by

$$
\left.\underset{\sim}{x}=\underset{\sim}{x}(\xi)^{\xi}\right) \text { where } \underset{\sim}{x} \text { is } k \times 1
$$

The observational response is assumed (or known)
to be

$$
y=\eta+\epsilon
$$

where $\epsilon$ is a random variate with zero mean, and the so-called "true response" $\eta$ is given by the exact relationship

$$
\begin{equation*}
\eta={\underset{\sim}{x}}^{\mathrm{T}} \underset{\sim}{\beta} \tag{1.1}
\end{equation*}
$$

where $\underset{\sim}{\beta}$ is a vector of unknown coefficients. The measurement of an observed $y$, for some known $\underset{\sim}{\xi}$, is termed an experiment. The values of $\epsilon$ arising from different experiments are assumed to be statistically
independent, with constant, unknown, variance $\sigma^{2}$. The aim of the sequence of experiments is to estimate $\beta$ by $\underset{\sim}{b}$, and, from this, to estimate the response at any point of the region of interest by

$$
\hat{y}=\underset{\sim}{{\underset{\sim}{x}}^{T}} \underset{\sim}{b}
$$

To achieve this, $n$ experiments are conducted,
at the points ${\underset{\sim}{G}}_{G}, u=1, \ldots n$, yielding $n$ obsorved responses

$$
y=\left(y_{1} \cdots y_{n}\right)^{T}
$$

Now let
and

$$
\begin{aligned}
\Xi & =\left({\underset{\sim}{\xi}}_{1} \cdots{\underset{\sim}{n}}_{n}\right)^{T} \text { of dimension } n \times p \\
{\underset{\sim}{x}}_{u} & =\underset{\sim}{x}\left({\underset{\sim}{\xi}}_{u}\right) \\
x & =\left({\underset{\sim}{x}}_{1} \cdots{\underset{\sim}{x}}_{n}\right)^{T} \text { of dimension } n \times k
\end{aligned}
$$

so that $X$ is the observed value of the true response $X_{\beta}$.
Properly speakine, $\Xi$ is the design matrix, since
$\Xi$ determines X. However, once $\Xi$ is chosen, occording to some design criterion, it is conveniont to refer to $X$ as the desiun matrix, since all operations are in terms of $X$.

In the vast majority of applications, $\underset{\sim}{x}$ consists of all powers of the $\xi$, separately or together, up to some maximum degree $d$. The design is then referred to as a dth order design. Thus, for a second order design

$$
\underline{x}(\underline{\xi})=\left(1 ; \xi_{1} \cdots \xi_{p} ; \xi_{1}^{2} \cdots \xi_{p}^{2} ; \xi_{1} \xi_{2} \cdots \xi_{p-1} \xi_{p}\right)^{T}
$$

For this type of design, it is convenient to
use the subscripts occurring in the corresponding
element of $\underset{\sim}{x}$ to identify the elements of $\underset{\sim}{\beta}$, thus, for second order designs,

$$
\beta=\left(\beta_{0} ; \beta_{1} \cdots \beta_{p} ; \beta_{11} \cdots \beta_{p p} ; \beta_{12} \cdots \beta_{(p-1) p}\right)^{T}
$$

In Eeneral, for a dth order desjen, there will be $\binom{p+\dot{\alpha}}{\dot{\alpha}}$ coefficients.

Within this framework, $x^{T} \boldsymbol{\beta}$ is a Eeneral dth order polynomial in $p$ variables.

The exceptions to this kind of polynomial are of two typos. In the first type, the elements of $\underset{\sim}{x}$ are not powers of the elements of $\underline{\xi}$. For example, M.J.Box (1968) considerdd the functions given by

$$
x_{i}=\exp \left(\boldsymbol{\xi}_{i}\right)
$$

as well as other non-polynomial functions.
The second type occurs whon certain of the terms of the polynomial $\chi_{\sim}^{7} \beta$ cannot be estimated, and must, therefore, be omitted. For example, in the bivariate case $(p=2)$, if $\Xi$ specified the points of a $3 \times 5$ factorial design, necessarily the polymomial elements of $\underset{\sim}{x}$ must be a subset of $1, \xi_{1}, \xi_{2}, \xi_{1}^{2}, \xi_{2}^{2}, \xi_{,} \xi_{2}, \xi^{3}, \xi_{1}^{2} \xi_{2}, \xi^{2}, \xi^{4}, \xi^{2} \xi^{2}, \xi^{3}, \xi_{1} \xi^{4}, \xi^{2} \xi_{2}^{4}$ which omits the combinations $\xi_{1}^{3}, \boldsymbol{\xi}_{1}^{4}$, and $\xi_{1}^{3} \xi_{2}$, whose coefficients cannot be estimated because an insufficient number of levels of $\boldsymbol{\xi}_{1}$ was used. Similarly only two coefficients of degree five or higher may be estimated from this design. In practice it is unlikely that an attempt would be made to esiimate the coefficients of $\xi_{1} \xi_{2}^{4}$ or $\xi_{1}^{2} \xi_{2}^{4}$. If it were, and if the factorial
were unreplicated, an exact fit would be obtained.

## Estimation

Methods, culminatins in the estimates $\underset{\sim}{b}$ and $\hat{y}$, may be divided into design procedures and estimation procedures. Design procedures are those used to specify玉and hence $X$. Discussion on methods of selecting the design i.s outside the scope of this thesis. Bstimation procedures are those which, Eiven $X$ and $\underset{\sim}{y}$, seek to estimate $\underset{\sim}{b}$. In general, $\underset{\sim}{b}$ is assumed to be a linear combination of the obsorved responses, of the form

$$
\underset{\sim}{b}=T \underset{\sim}{y}
$$

where $I$ depends only on $X$ (not, for example, on $\beta$ ).
The commonest estimator arises from minimization of the sum of squares of the errors $y_{u}-\hat{y}_{u}$. This is known as the least squares estimator, and is, in fact, identical to that obtained when $\epsilon$ is assumed to have a nomal distribution, and maximum likelihood estimation used.

The quantity to be minimized is

$$
\begin{equation*}
\left(\underset{\sim}{y}-x_{\underline{b}}\right)^{T}\left(\underset{z}{y}-x_{\underline{b}}\right) \tag{1.2}
\end{equation*}
$$

Differentiation with respect to $\underset{\sim}{b}$ and equation to zero yields

$$
-2 \mathrm{X}^{\mathrm{T}}\left(\underset{\sim}{y}-\mathrm{X}_{\underset{\sim}{b}}\right)=\underset{\sim}{0}
$$

from which
or

$$
\begin{aligned}
& \underline{b}=\left(x^{T} X\right)^{-1} X^{T} \underset{\sim}{y} \\
& T=\left(X^{T} X\right)^{-1} x^{T}
\end{aligned}
$$

provided that $X^{T} X$ is non-singular. If $X^{T} X$ is singular, a generalized inverse may be used, but is unnecessary in the present case.

This straight-fornand estimator has mary desirable properties. In particular,

$$
\begin{align*}
E(\underset{\sim}{b}) & =\left(x^{T} X\right)^{-1} X^{\mathrm{T}} X \underset{\beta}{\beta}=\underset{\sim}{\beta}  \tag{1.3}\\
\operatorname{Var}(\underset{\sim}{b}) & =\left(x^{\mathrm{T}} X\right)^{-1} X^{\mathrm{T}} \operatorname{Var}(\underset{\sim}{y}) x\left(X^{\mathrm{T}} X\right)^{-1}  \tag{1.4}\\
& =\sigma^{2} \quad\left(X^{\mathrm{T}} X\right)^{-1}
\end{align*}
$$

from the assumptions about $\boldsymbol{\epsilon}$. Ince the estinator is unbiaced from (1,3). It can also be shown that (i.4) gives the minimum variance arising from an unbiased Iinear estimator.

Finally

$$
\begin{aligned}
\operatorname{Var}(\hat{y}) & =\operatorname{Var}\left(\underset{\sim}{x^{T}} \underset{\sim}{b}\right) \\
& =\sigma^{2}{\underset{\sim}{x}}^{T}\left(x^{T} X\right)^{-1} \underset{\sim}{z}
\end{aligned}
$$

for arbitrary $\underset{\sim}{z}$, not necessarily one of the $\underset{\sim}{x}$. Thus the various variances can casily be derived from $\left(X^{T} X\right)^{-1}$.

This leads naturally to the concept of a rotatable design, which is a polynomial design for which $\operatorname{Var}(\hat{y})$ depends only on $\sigma^{2}$ and ${\underset{\sim}{r}}^{\xi^{T}} \underset{\sim}{\xi}$. That is, $\operatorname{Var}(\hat{y})$ is invariant under orthogonal rotation of the $\boldsymbol{\xi}$-axes.

It should be emphasized that the estimator defined above is not the only linear estimator possible. In particular, in conditions where the specified model (1.1) is inadequate, that is, where $y$ contains other terms than those in a linear combination of the specified $\underset{\sim}{x}$, a different estimator may assist in compensating,
in some degree, for this inadequacy, at the expense of greater variance.

## Hypothesis testing

From this point hypothesis testing will be considered, and the additionn assumption that the $\epsilon$ are normally distributed ;ill be required.

Now let

$$
\begin{aligned}
& N=I-X\left(X^{T} X\right)^{-1} X^{T} \\
& N=X\left(X^{T} X\right)^{-1} X^{T}
\end{aligned}
$$

Note that both $: 3$ and $N$ are idempotent matrices, $n \times n$, and that $: N=O, N X=0$. Also

$$
\begin{aligned}
\operatorname{tr} N & =\operatorname{tr}\left\{x^{\left.\left(x^{T} x\right)^{-1} x^{T}\right\}_{: 2 x n}}\right. \\
& =\operatorname{tr}\left\{\left(x^{T P} x\right)^{-1} x^{T} x\right\}_{p x n}
\end{aligned}
$$

since compatible matrices commate under the trace operator. Hence

$$
\begin{aligned}
& \operatorname{tr} N=\operatorname{tr} I_{p \times p}=p \\
& \operatorname{tr} M=\operatorname{tr} I_{n \times n}-\operatorname{tr} N=n-p
\end{aligned}
$$

The residual sum of squares (1.2) is equal, on expansion, to

$$
\begin{aligned}
\text { SSE } & ={\underset{\sim}{y}}^{T} \underset{\sim}{y}-\underset{\sim}{y}{ }^{T} X \underset{\sim}{\underset{\sim}{T}} \\
& ={\underset{\sim}{T}}^{y}-{\underset{\sim}{y}}^{T} X\left(x^{T} x\right)^{-1} x^{T} \underset{\sim}{y} \\
& ={\underset{\sim}{y}}^{T} M \underset{\sim}{y}
\end{aligned}
$$

It is necessary to recall a theorem on the distribution of quadratic forms (see, for example, Graybill (1961)).

Theorem: If $\underset{\sim}{y} \sim \mathbb{N}\left(\underset{\sim}{\mu}, \sigma^{2} I\right)$, then $\underset{\sim}{y}{ }^{T} A \underset{\sim}{y} / \sigma^{2}$ is distributed as $\chi^{\prime 2}(k, \lambda)$, where $\chi^{\prime^{2}}$ represents the non-central chi-square $\alpha$ distribution, and $\lambda=\frac{1}{2 \sigma^{2}} \underset{\sim}{\mu}{ }^{\mathrm{T}} \mathrm{A}$, if, and only if, $\Lambda$ is an idempotent matrix and $\operatorname{tr} A=k$.

In the prosent situation, $\underset{\sim}{y} \sim N\left(X, \underset{\sim}{\beta}, \sigma^{2} I\right)$ and hence

$$
\frac{\text { SSE }}{\sigma^{2}}=\frac{x^{T} M}{\sigma^{2}} \sim \chi^{\prime^{2}(n-n, \lambda)}
$$

wherc $\boldsymbol{\lambda} \frac{1}{2 \sigma^{2}} \beta^{T} X^{T}: X \beta=0$. Thus $\operatorname{NSE} / \sigma^{2}$ has a central $\boldsymbol{\chi}^{2}$ distribution with $n-p$ degrees of freedom.

The second term in (1.5) is the sum of squares accounted for by the recression, and is

$$
S S R={\underset{\sim}{ }}^{T} N \underline{y}
$$

By a process of reasoning similar to that for CSE, it is an easy matter to establish that

$$
\frac{S S R}{\sigma^{2}} \sim \chi^{\prime 2}(p, \lambda)
$$

where $\lambda=\frac{1}{2 \sigma^{2}} \beta^{T} X^{T}: x \beta=\frac{1}{20^{2}} \beta^{T} X^{T N} X \beta$
Again from the theory of quadratic forms, a necessary and sufficient condition for ${\underset{y}{ }}^{T} A \underset{\sim}{y}$ and ${\underset{\sim}{T}}^{T} B \underset{\sim}{y}$ to be independent is that $A B=0$.

Hence, since $\mathrm{M} N=0, S S E$ and $S S R$ are independert
and

$$
F=\frac{S S R}{p} / \frac{S S E}{n-p}
$$

has a non-central $F$-distribution with $p$ and $n-p$ degrees of freedom and non-centrality parameter $\frac{1}{2 \sigma^{2}} \beta^{\mathrm{T}} \mathrm{X}^{\mathrm{T}} \mathrm{X} \beta$. Thus $F$ may be used to test the hypothesis that $\boldsymbol{\beta}=0$.

In response surface design it is usual to further subdivide SSE by taking advantage of point replication.

As a preliminary, suppose that the model
specification (1.1) is incorrect and that while the model

$$
\eta=x_{1}^{T} \beta_{1}
$$

has been assumed, the true model is

$$
\begin{aligned}
\eta & ={\underset{\sim}{1}}_{T}^{\beta_{1}}+{\underset{\sim}{2}}_{2}^{m} \\
\text { Using } x_{1} \text { and } x_{2} & \text { in an obvious way, } \\
\underline{b} & =\left(x_{1}^{T} x_{1}\right)^{-1} x_{1}^{T}
\end{aligned}
$$

In these circumstances

$$
\begin{aligned}
E(\underline{b}) & =\left(x_{1}^{T} x_{1}\right)^{-1} x_{1}^{T}\left(x_{1} \beta_{1}+x_{2} \beta_{2}\right) \\
& =\beta_{1}+\left(x_{1}^{m} x_{1}\right)^{-1} x_{1}^{?} x_{2} \beta_{2}
\end{aligned}
$$

and $\underset{\sim}{b}$ is a biased estimator of $\beta_{1}$. The ratrix $A=\left(X_{1}^{\mathrm{T}} X_{1}\right)^{-1} \mathrm{X}_{1}^{\mathrm{T}} X_{2}$ is known as the arias matrix (Box and Wilson (1951)) and wersures the extent of the bias.

## Putting

$$
N_{1}=I-X_{1}\left(X_{1}^{T} X_{1}\right)^{-1} X_{1}^{T 2}
$$

and usine the same expansion as before,

$$
S S E=y^{T} \|_{1} \underset{\sim}{y}
$$

and $\frac{3 C E}{o^{2}} \sim X^{\prime 2}(n-p, \lambda)$.
However, in the present case

$$
\underset{y}{\sim} \sim N\left(X, \beta_{2}+X_{2} \beta_{2}, \sigma^{2} I\right)
$$

and thus

$$
\begin{aligned}
\lambda & =\frac{1}{2 \sigma^{2}}\left(\boldsymbol{\beta}_{2}^{\mathrm{T}} \mathrm{X}_{2}^{\mathrm{T}}+\boldsymbol{\beta}_{1}^{\mathrm{T}} \mathrm{X}_{1}^{\mathrm{T}}\right) \mathrm{M}_{1}\left(\mathrm{X}_{1} \boldsymbol{\beta}_{1}+\mathrm{X}_{2} \boldsymbol{\beta}_{2}\right) \\
& =\frac{1}{2 \sigma^{2}} \boldsymbol{\beta}_{2}^{\mathrm{T}} \mathrm{X}_{2}^{\mathrm{T}} \mathrm{~N}_{1} \mathrm{X}_{2} \boldsymbol{\beta}_{2} \neq 0
\end{aligned}
$$

in general, and the F-test described above is no longer available.

Suppose, however, that point replication has
been used, and that $r$ distinct points have been included in the design, the sth of them $n_{s}$ times, $s=1, \ldots r$, and $\sum_{S=1}^{r} n_{S}=n$. Also, let $\bar{y}_{S}$ be the group mean of the $y$-values measured at the sth distinct point.

Without loss of generality, the points may be arranged in such a way that the $n_{s}$ points in the sth group are together in the $\underset{\sim}{y}$ and $X$ matrices.

Now define

$$
K=I-\left(\begin{array}{ccc}
\frac{1}{n_{1}} J_{n_{1}} & & 0 \\
0 & & \\
0 & & \\
\frac{1}{n_{r}} J_{n_{r}}
\end{array}\right)=I-J
$$

where $J_{n}$ is the $n_{s} x n_{s}$ matrix with all unit elements, so that, without point replication, $n_{s}=1$, and K.o.

Now $K^{2}=K$, hence $K$ is idempotent, and tr $K=n-r$. Also, since $=$, and hence $X_{1}$ and $X_{2}$, consist of $r$ groups of $n_{1}, \ldots n_{r}$ identical rows, $J X_{1}=X_{1}$ and $J X_{2}=X_{2}$, from which $K X_{1}=K X_{2}=0$. Herce $K M_{1}=K$ and $K N_{1}=0$.

If the $y$-values are standardized by $z_{u}=y_{u}-\bar{y}_{S}$, where $\bar{y}_{S}$ is the group mean containing $y_{u}$, then

$$
\begin{aligned}
\underset{\sim}{z} & =K \underline{y} \\
& =K\left(X_{1}{\underset{\beta}{1}}_{1}+X_{2} \boldsymbol{\beta}_{2}+\underset{\epsilon}{\boldsymbol{\epsilon}}\right) \\
& =K \underset{\underset{\epsilon}{x}}{ }
\end{aligned}
$$

Now SSW, the sum of squares within groups of
observations at the same point, is given by

$$
S S W={\underset{z}{z}}^{T} \underset{\sim}{z}={\underset{y}{ }}^{T} K \underline{y}={\underset{\underbrace{}}{ }}^{T} K \underset{\epsilon}{\epsilon}
$$

and since $\Theta \sim N\left(\underset{\sim}{Q}, \sigma^{2} I\right)$, and $\operatorname{tr} K=n-r$,

$$
\frac{S S V}{\sigma^{2}} \sim X^{2}(n-r)
$$

by the theorem quoted for SSE. Also, SSW and SSR are independent, since

$$
\begin{gathered}
K N_{1}=K X_{1}\left(X_{1}^{T} X_{1}\right)^{-1} X_{1}^{T}=0 \\
\text { Now consider SSF (for sum of squares due to }
\end{gathered}
$$

lack of fit), defined by

$$
\begin{aligned}
& \text { SSE = SSE - SS: } \\
& ={\underset{\sim}{y}}^{T}\left(M_{1}-K\right) \underset{\sim}{y} \\
& \text { Now } \\
& \left(M_{1}-K\right)^{2}=M_{1}^{2}-N_{1} K-K M_{1}+K^{2} \\
& =M_{1}-K \\
& \operatorname{tr}\left(M_{1}-K\right)=\operatorname{tr} M_{1}-\operatorname{tr} k \\
& =r-p
\end{aligned}
$$

Hence, from the theorem;

$$
\frac{\operatorname{ses}}{\sigma^{2}} \sim X^{\prime 2}(x-p, \lambda)
$$

where $\lambda=\frac{1}{2 q^{2}}\left(\beta_{2}^{T} X_{2}^{T}+\beta_{1}^{T} X_{1}^{T}\right)\left(X_{1}-K\right)\left(X_{1} \beta_{1}+X_{2} \beta_{2}\right)$

$$
=\frac{2 q^{2}}{2 \sigma^{2}} \beta_{2}^{N_{2}} \gamma_{1} \alpha_{2} \beta_{2}
$$

This requires, reasonably enough, rip.

$$
\text { Finally, SSR }=\underset{\sim}{\underset{\sim}{T}} H_{1} \underset{\sim}{z} \text { where } N_{1}=X_{1}\left(X_{1}^{T} X_{1}\right)^{-1} X_{1} \text {, }
$$

and SSR has a $X^{12}(p, \lambda)$ distribution where

$$
\begin{aligned}
& \lambda=\frac{1}{2 \sigma^{2}}\left(\beta_{2}^{2} X_{2}^{2}+\beta_{1}^{T} X_{1}^{2}\right) n_{1}\left(X_{\beta_{1}}+X_{2} \beta_{2}\right) \\
& =\frac{1}{2 \sigma^{2}}\left[\beta_{1}^{T} X_{1}^{T} X_{1} \beta_{1}+2 \beta_{1}^{T} X_{1}^{T} X_{2} \beta_{2}+\beta_{2}^{T} X_{2}^{T} X_{1}\left(X_{1}^{T} X_{1}\right)^{-1} X_{1}^{T} X_{2} \beta_{2}\right] \\
& \text { Now note that, where } L \text { is an arbitrary matrix, } \\
& E\left({\underset{\sim}{y}}^{T} L \underset{\sim}{y}\right)=E(\operatorname{tr} \underset{\sim}{\underset{y}{T}} \mathrm{~L} \underset{\sim}{\mathrm{y}})=E\left(\operatorname{tr} \mathrm{~L}_{\underset{\sim}{y}}^{\underset{\sim}{y}}{ }^{T}\right) \\
& =\operatorname{tr}\left[\operatorname{IE}\left(X_{1} \boldsymbol{\beta}_{1}+X_{2} \boldsymbol{\beta}_{2}+\underset{\sim}{\boldsymbol{\epsilon}}\right)\left(X_{1} \boldsymbol{\beta}_{1}+X_{2} \boldsymbol{\beta}_{2}+\boldsymbol{\epsilon}\right)^{\mathrm{T}}\right] \\
& =\operatorname{tr}\left[I\left(X_{1} \beta_{1}+X_{2} \beta_{2}\right)\left(X_{1} \beta_{1}+X_{2} \beta_{2}\right)^{T}+\sigma^{2} I\right] \\
& =\operatorname{tr} \beta^{T} X^{T} L X \beta+\sigma^{2} \operatorname{tr} L
\end{aligned}
$$

where

$$
\beta=\binom{\beta_{1}}{\beta_{2}} \quad x=\binom{x_{1}}{x_{2}}
$$

From this, the expected values of the various sums of squares are readily derived. The analysis is given in table 1.

## Table 1

Basic response surface AllOV

| Source | Sum of squares | DF | $E(1!8)$ |
| :---: | :---: | :---: | :---: |
| Regression | $S S R=y^{T} x_{1} \underline{b}$ | p | $\sigma^{2}+\frac{1}{2} \beta^{2} X^{T}: \cdots, \beta$ |
| Lack of fit | SSF by subtraction |  | $\sigma^{2}+\frac{1}{r-p} \beta_{2}^{2} \times 2, \gamma \times \beta_{2}$ |
| Error within replicated points | $S S W={\underset{\sim}{y}}^{T} \mathrm{Ky}$ | $n-r$ | $\sigma^{2}$ |
| Totaj. | $S S T={\underset{\sim}{y}}^{T} \underset{\sim}{y}$ | n |  |

Note that without replication $n=r$, and if $\beta_{2}=0$, this table reduces to the simpler form derived earlier.

While the above argument establishes the theoretical justification for the use of the F-tests, the test of the whole regression is, in practice, of little use. However, it is perfectly general, and not dependent on a polynomial specification of $\underset{\sim}{x}$. In the event that a polynomial is used, the SSR is ordinarily broken down into the classification shown in table 2 .

Table 2
Conventional ANOV for regression
coefficients in polynomial model

| Source | $D F$ |
| :--- | :---: |
| Nean, $\beta_{0}$ | 1 |
| Linear terms | $p$ |
| Second order terms | $\frac{1}{2} p(p+1)$ |
| Third order terms | $\frac{1}{\sigma^{2}} p(p+1)(p+2)$ |
| dth order terms | $\sum_{i=1}^{2} d-1$ |

While this is suitable for establishing the true deeree of the polynomial, it is inadequate for establichires the importanes, in the final response, of a particular 5. Section 3 of this thesis considers the stracture of $X^{T} X$, for the second order polynomial model, in some detail, in order to facilitate tests aimed at establishine the importance of particular elements of $\boldsymbol{\varepsilon}_{\boldsymbol{\sim}}$.

## Further topics

In field experiments, each experiment usually consists of a plot of ground. In most circumstances, the number of such plots which can be assumed to represent essentially the same external conditions is quite limited.

In order to control this type of environmental variation, a block structure may be superimposed on the response surface design, yielding a model of the form

$$
\begin{equation*}
\eta=\alpha_{w}+x^{2} \beta \tag{1.6}
\end{equation*}
$$

where $\alpha_{w}$ is the block effect associated with the wth block, with $\sum_{w} \boldsymbol{\alpha}_{w}=0$.

Designs including such block structures were introduced by DePaun (1956) and elaborated by Box and Hunter (1957) in the case of rotatable designs. These desiens allow adequate control of environmertal variation.

A natural extension of this type of desien is to consider the possibility of superimposing a further treatment effect, which, in practice, could represent something like a spocies effect. The model would be

$$
\eta=\alpha_{w}+T_{v}+z^{T} \beta
$$

where now $\boldsymbol{T}_{v}$ is the vth treatment effect. As far as treatments are concerned, such a model is identical to the analysis of covariance model, which uses the regression variables $\underset{\sim}{x}$ to reduce variation in the response, major interest being focussed on the superimposed treatment effects. A response surface approach would have equal interest in both parts of the fitted model.

Pursuing this line of enquiry further, section 4 of this thesis considers the implications of combining various classification designs with a response surface design.

One obvious extension of the model described by $(1.6)$ is to allow $\boldsymbol{\beta}$ to vary with the block, giving a model of the form

$$
\eta=\alpha_{w}+\chi^{T} \beta_{w}
$$

In many applications the question of the degree of corresrondence between the individual regressions $\beta_{i /}$ and the overall regression $\boldsymbol{\beta}$ is of considerable importance. Section 4 also considers, briefly, this aspect of response surface methodology.

## 2. Histonical Development

After a small number of related papers in the nineteen-forties, Box and Wilson (1951) Iaid the foundation for later work on response surface analysis. They were primarily concerned with a sequential series of experiments to determine the maximum or minimum point of a quadraむic response surface. Their aproach was to fit a linear model over the region of interest and make additional experiments In the direction of increasing response until first order effects, over some small sub-region, wore negligible, and then fit a second order model. Thoy also introduced the concept of the alias matrix to measure the bias arising from the use of an inadequate model. The desiens they considered are known as central comcosite designs, consisting as they do of a superimposition of two or more centrally symmetric designs, usually a cuboidal (or factorial) design and a simplex design (a type of design which varies each variable in turn, setting all others to the central level). An example of a three-way design (that is, one involving $\boldsymbol{\xi}_{1}, \xi_{2}$, and $\boldsymbol{\xi}_{3}$ ) of this type is $( \pm 1, \pm 1, \pm 1)( \pm 2,0,0)(0, \pm 2,0)$ and $(0,0, \pm 2)$ together with replicated central points $(0,0,0)$. These ideas were further developed by Box (1952)
who used rotations to minimize quadratic bias in linear models.

Elfving (1952) considered the two-variable model $y_{u}=\boldsymbol{\beta}_{1} x_{1 u}+\boldsymbol{\beta}_{2} x_{2 u} \boldsymbol{\epsilon}_{u}$ with no constant term, and showed that a particular design minimized the sum of the variances of the coefficients.

Elfving's paper, and that of Box and Milson (1951), were reveiwed by Anderson (1933).

Chornoff (1953) Gencralized 2lfving's work to more than two dimensions, and used Fisher's maximan bilkelihood infornstion matrix to minimize the sum of the diugonal clements of this matrix.

Pox and Flumtor (1254) developed methods for establishing confidence rebions for the solution of a set of simultaneous equations, anà applied this to the problew of the confldence recion for the stationary point on a fitted second order response surface.

Box (1954a) has a comment on a "confidence
cone" of an estimated vector which, in this case, is the vector of steepest ascent of a response surface, as used by Box and Kilson (1951).

Hunter (1954, 1956) discussed, in general
terms, the problem of finding a stationary point on a response surface, and pointed out that a general second order response surface could be transformed to a canonical form

$$
y-\boldsymbol{\beta}_{0}=\boldsymbol{\beta}_{11} \boldsymbol{\xi}_{1}^{2}+\boldsymbol{\beta}_{22} \boldsymbol{\xi}_{2}^{2}
$$

Box (1954a) and Davies (1954) gave general surveys of the then current state of response surface methodology.

De la Garza (1954), djscussing a dith degree polynomial regrosijion, with one independent variable, showed that, for any arbitwary spacing of experimental points, it is always possible to obtain the same $X^{T} X$ matrix, using not more than $\mathfrak{a}+1$ distinet experimental levels of $\xi$. He then considered ho: these points may be selected in such a way as to minimize the variance of that coefficient which has the maximum variance. This criterion is known as the ainimax variance criterion. Gueat (1958) obtained general formulae for minimax variance spacing and compared this spacing with a unifor: spacing.

Box and Youle (1955) considered the applicuiion of response surfaces in the ficld of chemistry.

DeBaun (1956) was the first to apply methods of blocking to central composite desiens, with a rather cursory survey of the possibilitios. His ideas were extended by Box and Hunter (1957), who considered rotatable designs in general, and made an extensive study of central composite designs in particular. Box and Hunter's paper gives what is probably the best summary of the classical approach to response surface experimental design. The first discussions on response surface
methods to appear in textbooks were Davies, mentioned above, DeBaun and Schneider (1958), who described particular applications, and Plackett (1960), who summarized the early optimum oriented work, in his book on regreasion analysis.

Many of the pasers that appeared in the late 1950's end carly to middle 1960's merely list particular designs or classes of desisns. Hartley (1959) considered the smallest composite desinns for fitting quadratic response surfaces, based on fractional factorials, plus simplex designs and centre points. Bose and Draper (1059) used a transformation group to generate point sets leading to quadratic response surfaces in three dimengions. Bo\% and Dehnken (1960a) used superimposed simplex desiens to derive second order designs from first order desicrs. The resultine designs they called simplex-sum designs. Das (1963) and Das and Narasimhan (1962) developed quadratic desiens from balanced incomplete block designs. Draper (1960a) and Herzberg (1967a) gave rather similar methods for generating second order designs based on permuting point sets and building up designs in $p$ dimensions from designs in $p-1$ dimensions. Then, together, (Draper and Herzberg (1968)) they developed methods based on composite desiens with

```
more than one fractional factorial. Das (1961)
considered second order and third order designs
derived from factorials.
    Third order designs are not, properly speaking,
within the scope of this thesis, however, third
order designs have been developed by Gardiner,
Grandage, and Hader (1959), Draper (1960b, 1960c,
1961b, 1962), and Herzbereg (1964).
    DeBaun (1959) and Box and Behrken (1960b)
considered designs in which, for reasons depending
on the context of the experiment, each factor is
limited to only three levels. Draper and Stoneman
(1968) extended this work to the case where some
factors are restricted to two levels and others
to three or four levels. Herzberg (1966, 1967b)
developed cylindrical desicns, in which one factor
was set at a predeterminca number of lovels, but
the design was rotatable in the remaining factors.
    A more complicated three-factor design, using
the properties of dodecahedrons, was developed
by Hermanson et al. (1964).
    Bose and Carter (1959) used complex number
properties to examine some of the characteristics
of two-factor designs.
    Missing values were considered by Draper
(1961a) and the effects of point replication by
Box (1959) and Dykstra (1959, 1960).
    Kitagawa (1959) extended the early work on
```

sequential experiments, Umland and Smith (1959) gave an interesting example of the use of LaGrange multipliers in fittine second order response surfaces under a second order constraint, and Box and Tidwell (1962) gave a useful summary of the effect of transformations of the independent variables.
\& Iiterature survey was compiled by IIIll and Hunter (1966). However, their emphosis was on applications, and many important theoretical rapers were omitted.

In the related field of multiple regression, a number of papers which corsidered the effect of nodel inadequecy appoared in the late ninetecr-fifties. Since they did not pertain directly to responso surfaces, bare mention will be made of thom. Thoy were Zhrenfiela (1055), Griliches (1957), Boel (1958), Kiefer (1958, 1959), :iefer and Zolfowitz (1959), and David and Arens (1959). In a PhD thosis Folks (1958) compared various optimality criteria, with response surfaces in wind.

Their work was extenced and related more directly to response surface methods in an important paper by Box and Draper (1959), who corsidered the problem of estimating a response by

$$
y=\underset{\sim}{x} \underset{\sim}{T} \underset{\sim}{T}
$$

where ${\underset{\sim}{1}}^{1}$ includes all terms up to deeree $d_{1}$, when
in fact the true model is

$$
\eta=\alpha_{\sim}^{T} \beta=\underset{\sim}{\alpha}{\underset{\sim}{T}}_{1} \beta_{1}+\alpha_{2}^{T} \underline{\beta}_{2}
$$

where $\underset{\sim}{x}$ includes all terms up to degree $d_{2}$, with $d_{2}>d_{1}$.

They discussed dosign criteria based on minimization of bias and of variance, integrated over the resion of interest. Their main conclusion was that bias considerations were likely to have a much greater effect o. design optimality than was variance minimization. Since Box and Draper's paper, come forty papers have apeared considering responce surface defign fron the point of vien of varlous cptimulity criteria. It is net poposed to pursue this aspect of response surface nothodolog, furthor in this thesis.
3. Form of $X^{T} X$ for second order designs

Non-quadratic effects
In the analysis of response surface rosults, the only difficult calaulation step is the inversion of the matrix $S=X^{T} X$. For this reason, some attention vill be paid to the form of this matrix.

The general second order model is given by $\eta=\boldsymbol{\beta}_{0}+\sum_{i=1}^{p} \boldsymbol{\beta}_{i} \boldsymbol{\xi}_{i}+\sum_{i=1}^{p} \boldsymbol{\beta}_{i i} \boldsymbol{\xi}_{i}^{2}+\sum_{i=1}^{p-1} \sum_{j=i+1}^{p} \boldsymbol{\beta}_{i j} \boldsymbol{\xi}_{i} \boldsymbol{\xi}_{j} \quad$ (3.1) which sugfests a ratural partition of $S$ into elements related to the constant term, those related to the linear tenns, those related to the quadratic terms (that is, terms involving $\xi_{i}^{2}$ ) and those related to interaction terms (that is, those involvins $\xi_{i} \xi_{j}$, ifj).

The introduction of zeros, or blecke of zoros, into $S$ will not only simplify the inversion of $S$, but will enable tests of hypotheses on orthozonal Eroups of coefficients to be made without refitting the parameters.

Some progress in this direction may be made by measuring the variables $\xi_{1}, \cdots \xi_{p}$ from their respective means over the design. Using the subscript u to range over the actual sample points, and making this transformation,

$$
\sum_{u} \boldsymbol{\xi}_{i u}=0 \quad i=1, \cdots p
$$

This has the immediate effect of making the linear effects orthogonal to the constant term,

Within this framework, attention will be confined to designs for which all odd moments, that is, moments which include at least one odd power, about the mean of the independent variables $\xi_{i}$, up to the fourth moments, are zero. Such designs include all symmetric designs, that is, designs for which the inclusion of a point containine a co-ordinate $\xi_{\mathcal{L}}$ implies the inclusion of an otherwise similar point with co-ordinate $-\boldsymbol{\xi}_{i}$, which may be the same point if $\xi_{i}=0$.

This restriction still includes all rotatable desiens, and, in particular, all central composite designs. This latter type of design has received by far the greatest attention in the literature. As noted in section 2 of this thesis, they are formed by the superimposition of cuboidal designs, simplex or "star" designs, and centre points. For symmetric designs, for every term $\xi_{i u} \xi_{j u}$, either $\boldsymbol{\xi}_{i u}$ or $\boldsymbol{\xi}_{j u}=0$, or there exists another term $\boldsymbol{\xi}_{i v} \boldsymbol{\xi}_{j v}=-\boldsymbol{\xi}_{i u} \boldsymbol{\xi}_{j u}$. Hence $\sum_{u} \boldsymbol{\xi}_{i u} \boldsymbol{\xi}_{j u}=0$. Similarly $\sum_{u} \xi_{i u}^{3}=\sum_{u} \xi_{i u}^{2} \xi_{j u}=0$.

This requirement that odd moments be zero is necessary for rotatability and convenient for orthogonality, and in most cases does not restrict the choice of design to any significant degree.

The effect of the restriction is to make the linear and interaction terms orthogonal to each other and to all other terms. Hence the parts of $S$ corresponding to these terms are diagonal. Thus it is possible to give the estimates for $\beta_{i}$ and $\beta_{i j}(i \neq j)$ immediately as

$$
\begin{aligned}
& b_{i}=\sum_{u} \xi_{i u} y_{u} / \sum_{u} \xi_{i u}^{2} \\
& b_{i j}=\sum_{u} \boldsymbol{\xi}_{i u} \boldsymbol{\xi}_{j u^{v} u^{y} / \xi_{i u}} \xi_{j u}^{2} \xi_{j u}^{2} \quad i \neq j
\end{aligned}
$$

However, the quadratic terms are still
non-orthogonal to each other and to the constant term. Suppose now that the quadratic functions $\varepsilon_{i}^{2}$ are replaced by a quadratic polynomial

$$
\zeta_{i u}=\xi_{i u}^{2}+\theta_{i} \xi_{i u}+r_{i}
$$

The values of $\theta_{i}$ and $H_{i}$ may be selected to improve orthogonality. The orthogonality conditiona are given in table 3.

## Table 3

$$
\text { Orthogonality conditions on } \theta_{i}, H_{i}
$$

To achieve orthogonality

> Requirement

$$
\text { of } \zeta_{i . u} \text { with }
$$

1. Constant term
$\sum_{u} \zeta_{i u}=0$
2. Linear terms
$\sum_{u} \zeta_{i u} \xi_{j u}=0$
3. Interaction terms
$\sum_{u} \zeta_{i u} \xi_{j u} \xi_{\mathrm{ku}}=0 \quad j \neq \mathrm{k}$
4. Other quadratic terms

Using the restriction on odd moments, and expanding $\zeta_{i u}$, condition 3 is automatically satisfied. Condition 1 gives

$$
\sum_{u} \xi_{i \cdot u}^{2}+n \mu_{i}=0
$$

whence

$$
\mu_{i}=-\frac{1}{n u} \Sigma_{i u}^{2}
$$

Condition 2 is automatically satisfied for ifj. When $i=j$,

$$
\theta_{i} \sum_{u} \zeta_{i u}^{2}=0
$$

or

$$
\theta_{i}=0
$$

Hence

$$
\begin{equation*}
\zeta_{i u}=\varepsilon_{i u}^{2}-\frac{1}{n} \sum_{u} \xi_{i u}^{2} \tag{3.2}
\end{equation*}
$$

and

$$
\Sigma_{u} S_{i u}=0
$$

Thus $C_{i u}$ is ortrogonal to all terms except
those in $\zeta_{j u}$. To ensure this orthogonality for if $j_{j}$, condition 4 must be satisfied, or

$$
\begin{equation*}
\sum_{u} \xi_{i u}^{2} \xi_{j u}^{2}=\frac{1}{n} \sum_{u} \varepsilon_{i u}^{2} \sum_{u} \xi_{j u}^{2} \quad \text { ifj } \tag{3.3}
\end{equation*}
$$

This is equivalent to the requirement that $\boldsymbol{\xi}_{i}$ ? and $\xi_{j u}^{2}$ have zero covariance, in any of the $\hat{c} p(p-1)$ combinations. Since $n$ may be adjusted, by the addition of centre points, which do not affect any of the summations, if

$$
\sum_{u} \xi_{i u}^{2} \sum_{u} \varepsilon_{j u}^{2} / \sum_{u} \boldsymbol{\xi}_{i u}^{2} \xi_{j u}^{2}
$$

is an integer greater than $n$, the design may be made orthogonal by the addition of centre points, thus increasing $n$ to satisfy (3.3).

Consider, for example, the three-way central composite design mentioned earlier, with the size of the simplex part of the design made general.

The design is

$$
( \pm 1, \pm 1, \pm 1),( \pm \delta, 0,0),(0, \pm \delta, 0),(0,0, \pm \delta)
$$

and

$$
\begin{array}{rlr}
\sum_{u} \xi_{i u}^{2}=8+2 \delta^{2} & i=1,2,3 \\
\sum_{u} \xi_{i u}^{2} \xi_{j u}^{2} & =8 & i \neq j \\
n & =14+n_{c} &
\end{array}
$$

where $n_{c}$ is the number of central points $(0,0,0)$.
Condition 4 then requires

$$
\sum_{u} \boldsymbol{\xi}_{i u}^{2} \sum_{u} \boldsymbol{\varepsilon}_{j u}^{2} / \sum_{u} \boldsymbol{\xi}_{i u}^{2} \boldsymbol{\xi}_{j u}^{2}=\frac{1}{2}\left(4+\delta^{2}\right)^{2}=14+n_{c}
$$

if the design is to be made orthogonal. This requires
that $\left(4+\delta^{2}\right)^{2}$ be an even integer. Practical possibilities for this integer are $30,32,34$, and so forth. If $n_{c}=4,\left(4+\delta^{2}\right)^{2}=35, \delta=\sqrt{2}$. Hence the levels and numbers of points must both be taken into consideration.

When condition 4 is satisfied,

$$
b_{i i}=\sum_{u} \zeta_{i, u} y_{u} / \sum_{u} \zeta_{i u}^{2}
$$

The only estimate of the coefficiente in (3.1) that is altered by the transformation to $\zeta_{i u}$,
is that for $\boldsymbol{\beta}_{0}$. Using the transformation, the
element of $S^{-1}$ corresponding to $\beta_{0}$ is $1 / n$. Hence, in the transformed model, from the formula $\underset{\sim}{b}=S^{-1} X^{T} \underset{\sim}{y}$,

$$
b_{0}=\frac{1}{n} \sum_{u} y_{u}=\bar{y}
$$

Thus, tests of hypotheses on the transformed $b_{0}$ are, in fact, tests on the sample mean.
The estimates and regression sums of squares
for the situation in which condition 4 is met
are given in table 4. The only part of the table that does not apply in the general case is that for $\beta_{i i}$.

Table 4
Estimates and regression sums of squares when individual coefficients are to be tested

| Coofficient | Estimate | S.S. | D.F. |
| :---: | :---: | :---: | :---: |
| $\beta_{0}$ (mean) | $b_{0}=\bar{y}$ | $b_{0} \sum_{u} y_{u}$ | 1 |
| $\beta_{i}$ |  | $b_{i} \sum_{i} \boldsymbol{\xi}_{i, u}{ }_{u}$ | 1 |
| $\boldsymbol{\beta}_{i i} \begin{gathered} \text { (orthogonal } \\ \text { case only } \end{gathered}$ | $b_{i i}=\Sigma_{i u}{ }^{y} u^{\prime} / \zeta_{i u}^{2}$ |  | 1 |
| $\beta_{i j}(i \neq j)$ | $b_{i j} \frac{\sum_{i u}^{\boldsymbol{\xi}_{i u} \boldsymbol{\xi}_{j u}^{y}}}{\sum_{i u}^{\boldsymbol{\xi}_{i u}^{2} \boldsymbol{\xi}_{j u}^{2}}}$ | $b_{i j u} \sum_{u} \boldsymbol{\xi}_{j u} u_{u}$ | 1 |

Guadratic terms when orthogomulity dons not hold
In the event that the condition loading to
orthogonality between different quadratie terms
does not hold, it will be necessary to invert that
submatrix of $S$ that pertains to the quadratic terms. Denote this submatrix by $Q$. That is, $Q$ is the submatrix whose $(i, j)$ th element is $\sum_{u} \zeta_{i u} \zeta_{j u}$. The corresponding elements of $b$ will be called ${\underset{\sim}{Q}}^{2}$, or

$$
\underset{\sim}{b}{\underset{Q}{ }}=\left(b_{11} \cdots b_{p p}\right)^{T}
$$

and those of the appropriate part of the transformed X matrix will be called $Z$. That is, the $(u, i)$ th
element of $Z$ will be $\zeta_{i u}$.
Now

$$
\begin{aligned}
Q & =z^{\mathrm{T}} \mathrm{Z} \\
{\underset{\sim}{\mathrm{~b}}}^{2} & =\mathrm{Q}^{-1} z^{T} \underset{\sim}{\mathrm{y}}
\end{aligned}
$$

In order to test a subset of the $\beta_{i i}$, together with their associated effects on the constant term, it is necessary to refit the model. To do this, one must specify which coefficients, of the $\beta_{i i}$, are to be tested, which are taken to be already fitted, and which are to be ignored. These latter are accounted for by deleting the corresponding columns of $Z$ and thereafter ignoring them. Thus, without loss of generality, those to be ignored may be disregarded entirely, assuming that $\beta_{11}, \cdots \beta_{p p}$ consist only of those to be tested and those considered already fitted. Assume that the first $p_{1}$ elements of $\underset{\sim}{b}{ }_{Q}$ have been fitted, and that the last $p-p_{1}$ are to be tested. Now assume that $Q, Z$ and ${\underset{Q}{Q}}$ are appropriately partitioned. That is,

$$
Q=\left(\begin{array}{ll}
Q_{11} & Q_{12} \\
Q_{21} & Q_{22}
\end{array}\right) \quad z=\left(\begin{array}{ll}
z_{1} & z_{2}
\end{array}\right) \quad{\underset{\sim}{Q}}_{Q}=\binom{{\underset{Q}{Q 1}}}{{\underset{\sim}{Q 2}}^{2}}
$$

The reduction in the residual sum of squares arising from fitting $b_{Q}$ is

$$
{\underset{-}{Q}}_{Q}^{T} z^{T} \underset{\sim}{\mathrm{y}}={\underset{\sim}{y}}^{\mathrm{T}} \mathrm{ZQ}^{-1} Z^{\mathrm{T}} \underset{\sim}{y}
$$

and that from fitting ${\underset{\sim}{Q 1}}$ alone is

$$
b_{Q 1}^{T} Z_{1}^{T} \underset{\sim}{\mathrm{y}}={\underset{\sim}{x}}^{\mathrm{T}} \mathrm{Z}_{1} \mathrm{Q}_{11}^{-1} \mathrm{Z}_{1}^{\mathrm{T}} \underset{\sim}{\mathrm{y}}
$$

Hence the improvement from fitting ${\underset{\sim}{Q 2}}$ is

$$
\begin{equation*}
{\underset{\sim}{y}}^{T}\left(Z^{-1} Z^{T}-Z_{1} Q_{11}^{-1} z_{1}^{T}\right) \underset{\sim}{y} \tag{3.4}
\end{equation*}
$$

Representing $Q^{-1}$ by $P$, with suitable partitioning, and using the formula for the inverse of a partitioned matrix,

$$
\mathrm{Q}_{11}^{-1}=\mathrm{P}_{11}-\mathrm{P}_{12} \mathrm{P}_{22^{-1} \mathrm{P}_{21}}
$$

Also

$$
Z P Z^{T}=Z_{1} P_{11} Z_{1}^{\mathrm{T}}+2 Z_{1} \mathrm{P}_{12} Z_{2}^{\mathrm{T}}+\mathrm{Z}_{2} \mathrm{P}_{22} Z_{2}^{\mathrm{T}}
$$

since $P_{12}=P_{21}^{T}$.
The bracketed expression in (3.4) now becomes

$$
\begin{aligned}
& \mathrm{Z}_{1} \mathrm{P}_{11} \mathrm{Z}_{1}^{\mathrm{T}}+2 \mathrm{Z}_{1} \mathrm{P}_{12} \mathrm{Z}_{2}^{\mathrm{T}}+\mathrm{Z}_{2} \mathrm{P}_{22} \mathrm{Z}_{2}^{\mathrm{T}} \mathrm{Z}_{1}\left(\mathrm{P}_{11}-\mathrm{P}_{12} \mathrm{P}_{22}^{-1} \mathrm{P}_{21}\right) Z_{1}^{\mathrm{T}} \\
&=\left(\mathrm{P}_{21} \mathrm{Z}_{1}+\mathrm{P}_{22} \mathrm{Z}_{2}\right)^{\mathrm{T}} \mathrm{P}_{22}^{-1}\left(\mathrm{P}_{21} \mathrm{Z}_{1}+\mathrm{P}_{22} \mathrm{Z}_{2}\right)
\end{aligned}
$$

Hence the improvement in the residual sum of squares
from fitting $b_{Q 2}$ is

$$
\begin{align*}
& y^{T}\left(P_{21} Z_{1}+P_{22} Z_{2}\right)^{T_{P}^{-1}}{ }_{22}^{-1}\left(P_{21} Z_{1}+P_{22} Z_{2}\right) \underset{\sim}{y}=\underset{\sim}{b_{Q 2}^{T}} P_{22^{-1}}^{-1} Q 2 \tag{3.5}
\end{align*}
$$

When ${\underset{Q}{Q}}$ consists of a single element, $b_{i i}$, say, this reduces to

$$
b_{i i}^{2} / p_{i i}
$$

where $p_{i i}$ is the ith diagonal element of $P$. This enables a test to be made of the hypothesis $b_{i i}=0$, in the presence of the other quadratic coefficients.

## Special forms for $Q$

The above analysis covers the case of general
Q. However, in many cases it will be found that $Q$ can be put into the form

$$
Q=\Delta+\underset{\sim}{y}{\underset{\sim}{V}}^{T}
$$

where $\Delta$ is easily inverted (usually diagonal) and
$\underset{\sim}{\boldsymbol{\gamma}}$ is some vector. This pattern arises particularly
in the case of permutation designs (which include central composite designs based on full factorials). These designs are such that if, for each point each co-ordinate $\xi_{i}$ is divided by the scale factor $\left(\sum_{u} \zeta_{i u}^{2}\right)^{\frac{1}{2}}$, then for any particular point, every permutation of these standardized co-ordinates exists in the design. Thus, if, using $\xi_{i u}^{*}$ for the standardized co-ordinates, there exists a point

$$
\left(\xi_{i u}^{*} \ldots \xi_{p u}^{*}\right)
$$

then for every permutation of these values, there exists a point (which may be the same point if the permuted co-ordinates are equal) whose co-ordinates are these permuted values. This arrangement has the effect that $\sum_{u} \zeta_{i u} \zeta_{j u}$, $i \neq j$, has the form $c \sum_{u} \xi_{i u}^{2} \sum_{u} \xi_{j u}^{2}$ where $c$ is a constant, independent of $i$ or $j$. Thus $\underset{\sim}{\gamma}$ is proportional to $\left(\sum_{u} \xi_{1 u}^{2} \ldots \sum_{u} \xi_{p u}^{2}\right)^{T}$. Then the ith diagonal element of the diagonal matrix is

$$
\sum_{u} \xi_{i u}^{4}-\left(c+\frac{1}{n}\right)\left(\sum_{u} \xi_{i u}^{2}\right)^{2} \quad i=1, \cdots p
$$

The inverse of this special form of $Q$ is
readily calculated as

$$
Q^{-1}=\Delta^{-1}-\frac{1}{\mu} \Delta^{-1}{\underset{\sim}{r}}^{T} \underset{\sim}{Y} \Delta^{-1}
$$

where $\mu$ is the scalar $1+\underset{\sim}{\gamma} \Delta^{T} \underset{\sim}{\gamma} \underset{\sim}{\gamma}$, thus $Q^{-1}$ has the same form as $Q$.

If $\Delta$ is block diagonal, with blocks $\Delta_{s}, s=1, \ldots r$ and the corresponding blocks of $Q^{-1}$ are $P_{s}$, then

$$
P_{s}=\Delta_{s}^{-1}-\frac{1}{\mu} \Delta_{s}^{-1}{\underset{\sim}{s}}_{s}{\underset{\sim}{S}}_{T}^{T} \Delta_{s}^{-1}
$$

which has inverse

$$
P_{s}^{-1}=\Delta_{s}+\frac{1}{\mu-\mu_{s}} \gamma_{s} \gamma_{s}^{T}
$$

where $\mu_{s}={\underset{\sim}{r}}_{T}^{T} \Delta_{s}^{-1}{\underset{\sim}{V}}_{s}$.
Hence, using (3.5), the improvement from fitting the sth block, in the presence of the other coefficients is
and if $\Delta$ is diagonal, the improvement from fitting $b_{i i}$ in the presence of the remaining quadratic coefficients is

$$
b_{i i}^{2}\left[d_{i i}+\gamma_{i}^{2} /\left(1+\sum_{j \neq i} \gamma_{j}^{2} / d_{j j}\right)\right]
$$

using $d_{i i}$ for the diagonal elements of $\Delta$.

## Rotatable designs

The conditions for a second order design to be rotatable are (Box and Hunter (1957)) that all the moments containing an odd power be zero, and that the two kinds of standardized fourth moment each be constant. Also, the relationship

$$
\lambda_{4}=\frac{n \sum_{u} \xi_{i u}^{2} \xi_{j u}^{2}}{\sum_{u} \xi_{i u u}^{2} \sum \xi_{j u}^{2}}=\frac{1}{3} \frac{n \sum_{u} \xi_{l u}^{4}}{\left(\sum_{u} \xi_{l u}^{2}\right)^{2}}
$$

must hold for all $i, j$, and 1 . Thus $\lambda_{4}$ is the basic parameter for the design.

## In the present notation these conditions

become, using (3.2)

$$
\begin{aligned}
& q_{i i}=\sum_{u} \zeta_{i u}^{2}=\left(3 \lambda_{4}-1\right)\left(\sum_{u} \zeta_{i u}^{2}\right)^{2} / n \\
& q_{i j}=\sum_{u} \zeta_{i u} \zeta_{j u}=\left(\lambda_{4}-1\right) \sum_{u} \zeta_{i u u}^{2} \sum_{j u}^{2} / n
\end{aligned}
$$

Now, using the notation of the previous
subsection,

$$
\underset{\sim}{\gamma}=\left(\frac{\lambda_{L^{-1}}}{\mathrm{n}}\right)^{\frac{1}{2}}\left(\sum_{u} \zeta_{1 u}^{2} \cdots \sum_{u} \zeta_{\mathrm{pu}}^{2}\right)^{T}
$$

and

$$
\Delta=\frac{2 \lambda_{4}}{n}\left(\begin{array}{ccc}
{ }^{\left(\Sigma \xi_{1 u}^{2}\right)^{2}} & \ddots & 0 \\
0 & & \left(\sum_{u} \xi_{p u}^{2}\right)^{2}
\end{array}\right)
$$

from which

$$
\frac{1}{\mu}=\frac{1}{1+{\underset{\sim}{r}}_{T}^{T} \Delta^{-1} \underset{\sim}{y}}=\frac{2 \lambda_{4}}{\lambda_{4}(p+2)-p}
$$

Evidently, from the definition of $\lambda_{4}$ and equation (3.3), orthogonality is achieved if $\lambda_{4}=1$, which would imply $\underset{\sim}{\boldsymbol{\gamma}}=0$.

The $(i, j)$ th element of $Q^{-1}$ is

$$
\begin{equation*}
\frac{n}{2 \lambda_{4}}\left\{\frac{\delta_{i j}}{\left(\sum_{u} \xi_{i u}^{2}\right)^{2}}-\frac{\lambda_{L_{4}-1}}{\lambda_{4}(p+2)-p} \frac{1}{\sum_{u} \xi_{i u u}^{2} \xi_{j u}^{2}}\right\} \tag{3.6}
\end{equation*}
$$

where $\delta_{i j}$ is the Kronecker delta and has the value 1 if $i=j$, and otherwise zero. From (3.6) the diagonal elements of $Q^{-1}$ are

$$
p_{i i}=\frac{n\left[\lambda_{4}(p+1)-p+1\right]}{2 \lambda_{4}\left[\lambda_{4}(p+2)-p\right]} \frac{1}{\left(\sum_{u} \xi_{i u}^{2}\right)^{2}}
$$

and

$$
b_{i i}=\frac{n}{2 \lambda_{4 u} \sum \xi_{i u}^{2}} \frac{\sum_{u} \xi_{i u}^{2} y_{u}}{\sum_{u} \xi_{i u}^{2}}-\frac{\lambda_{4}-1}{\lambda_{4}(p+2)-p} \sum_{j} \frac{\sum_{u} \xi_{j u}^{2} y_{u}}{\sum_{u} \xi_{j u}^{2}}
$$

from which the effect of fitting $b_{i i}$ is easily calculated by $b_{i i / p_{i i}}^{2}$.

## 4. Overlaid Experimental Designs

## Introduction

As noted in section 1, the control of error by blocking has been considered by a number of authors. The design requirements in this case are recapitulated below.

It is natural to extend this to the two-way classification situation, both with and without interaction. Further extension, to multiple classification models is likely to make the scheme unwieldy in practice, but is conceptually straightforward.

Another natural development is to assume that more accurate information may be wanted on the classification part of the design than on the regression part. In this situation, a split-plot arrangement might be used, with closely related sub-plots containing representatives of each of the classification treatments, and each whole plot concerned bearing only one combination of the regression treatments. Alternatively, the emphasis may be placed on the regression part of the model.

All these designs are generalizations of the analysis of covariance model, except that the regression aspect is fully analysed.

## General experimental design model

In the succeeding discussion, the overall
mean will be assumed to be part of the regression model rather than the experimental design or qualitative model.

The design matrix for these compound designs will be represented by the partitioned matrix

$$
W=(D X)
$$

where $X$ is the regression design matrix discussed earlier, and D is the superimposed experimental design matrix.

Suppose now that $D,(m x r)$, is an arbitrary design matrix, with the imposed constraint that the sum of the $r$ effects is zero (in order to include the overall mean in the regression model). This constraint can now be used, as in normal experimental design, to reparameterize the qualitative part of the model in order to make all the effects orthogonal to the mean. This means that, where $\underset{\sim}{j} \mathrm{~m}$ is an mx 1 vector, all of whose elements are unity,

$$
{\underset{\sim}{\mathrm{m}}}_{\mathrm{T}}^{\mathrm{T}} \mathrm{D}=0
$$

where $D$ is the reparameterized design matrix.
Now generate a design in which the whole design matrix $D$ is repeated $n$ times, each repetition corresponding to one point of some regression design with matrix $X$. If the rows of $X$ are represented
by $\underset{\sim}{x}, \ldots{\underset{\sim}{x}}_{\mathrm{T}}^{\mathrm{T}}$, the overall design now has the form


Consider now the submatrix

$$
W_{i}=\left(\begin{array}{c:c} 
& {\underset{x}{i}}_{T}^{D} \\
& \vdots \\
& {\underset{\sim}{x}}_{T}^{T}
\end{array}\right)=\left(\begin{array}{ll}
D \quad{\underset{\sim}{m}}^{x_{\sim}^{x}}
\end{array}\right)
$$

Now

$$
\begin{aligned}
& W_{i}^{T} W_{i}=\binom{D^{T}}{x_{i} j_{m}^{T}} \quad\left(D \underset{\sim}{j}{ }_{m} x_{i}^{T}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\left(\begin{array}{cc}
D^{T} D & 0 \\
0 & m x_{i} x_{i}^{T}
\end{array}\right)
\end{aligned}
$$

and

$$
W^{T} W=\sum_{i} W_{i}^{T} W_{i}=\left(\begin{array}{cc}
n D^{T} D & 0 \\
0 & m X^{T} X
\end{array}\right)
$$

hence, with this arrangement, qualitative and quantitative effects are orthogonal. Thus, any experimental design in which the effects may be made orthogonal to the mean may be combined with an arbitrary rsponse surface model in such a way that
qualitative and quantitative effects may be estimated separately.

The simplest way to analyse any of these "full replication" designs, is to analyse the qualitative model, regarding the quantitative points as a further classification effect, akin to replications, then sum over the qualitative model before fitting the regression. An interaction between elements of the qualitative design, and the replications arising from the quantitative model woula indicate that the regression model was dependent on the classification, and varied according to the classification model effects involved.

However, the above strategy of repeating the entire design could well be extravagant in experimental poirts. In practice, more compact designs are possible.

In the material that follows, the $X$ designs are assumed to satisfy the constraint requiring zero odd moments.

## One-way classification

The simplest design is the one-way classification, with design matrix, before reparameterization,

$$
D=\left(\begin{array}{ccc}
j_{\sim}^{n} & &  \tag{4.1}\\
& & \\
& \ddots & \\
0 & & j_{n}
\end{array}\right)
$$

with $n_{1}+\cdots+n_{r}=n$. The design matrix, after reparameterization, becomes

$$
D=\left(\left.\begin{array}{llll}
j_{n} n_{1} & & & \\
& \ddots & & \\
& & j_{n} & \\
& & j_{r}
\end{array} \right\rvert\,-\frac{1}{n} \dot{\alpha}_{n} n^{T}\right.
$$

where ${\underset{\sim}{n}}^{T}=\left(n_{1} \ldots n_{r}\right)$. This has the required property that ${\underset{\sim}{N}}_{T}^{T} D=0$.

Now introduce the subscript w, to range over the classification effects, giving independent regression $\operatorname{variables} \xi_{i w u}, i=1, \ldots p, w=1, \ldots r, u=1, \ldots n_{w}$. The full design matrix, using $D$ defined above, is $W=(D X)$. Under these conditions, the requirement for orthogonality between the linear term and the ith regression variable, and the wth classification effect is

$$
\sum_{u=1}^{n_{w}} \xi_{i w u}-\bar{m}_{n}^{n_{w=1}^{n}} \sum_{u=1}^{n} \xi_{i w u}=0
$$

However, by the requirement of zero odd moments, the latter term must be zero. Hence the classification effects are orthogonal to the linear effects if


$$
\sum_{u=1}^{w} \xi_{i w u}=0 \text { for all } i, w
$$

The equivalent for the regression interaction
effects is derived in an identical way, and gives

$$
\sum_{u=1}^{n} \xi_{i w u} \xi_{j w u}=0 \text { for all } i \neq j \text {, all w }
$$

For quadratic effects, the requirement is

which is identical to the proportionate variance
requirement derived in a more intuitive manner by Box and Hunter (1957).

Two-way classification designs
In the two-way classification, without
classification interaction, the one-way conditions must be satisfied for each of the classifications. In addition, if the two sets of classification effects are to be orthogonal (using $v$ as the subscript for the second classification)

$$
n_{w v}=n_{w} n_{v} / n
$$

is required.
If a classification interaction term is
included in the model, a further condition is required to ensure that this interaction is orthogonal to the quadratic term in the regression.

In this case the model needs to be reparameterized in such a way that the main effects and classification interaction are orthogonal to the mean. The reparameterization is more complex, and is not readily expressible in matrix notation. Table 5 summarizes the distinct elements of the design matrix for a particular combination ( $w, v$ ).

In this form the columns of the matrix may be added readily, to show that each column sum is zero, and hence that each effect is orthogonal to the overall mean. The condition for orthogonality between
main effects is conceptually straightforward and is obtained from:

Sum over rows of table (Number of similar rows $x$
$w$-treatment effect $x$ v-treatment effect) $=0$
which, noting the common factor $\left(n_{w}+n_{w v}\right)\left(n_{v}+n_{w v}\right)$ is

$$
\left(n_{w}+n_{w v}\right)\left(n_{v}+n_{w v}\right)\left(\frac{n_{w v}}{n_{w} n_{v}}-\frac{1}{n}\right)=0
$$

## Table 5

Summary of reparameterized design matrix for the two-way classification with interaction case.

| From | Number of similar rows | $\stackrel{\text { W }}{\text { effect }}$ | $\stackrel{v}{\text { effect }}$ | $\begin{array}{r} (w, v) \\ \text { effect } \end{array}$ |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $\left(n_{w}+n_{w v}\right)$ | $\left(n_{v}+n_{w v}\right) x$ | $n_{w v} \mathrm{x}$ |
| Both <br> w \& v | $n_{w v}$ | $\frac{1}{n_{w}}-\frac{1}{n}$ | $\frac{1}{n}-\frac{1}{n}$ | $\frac{1}{n_{w v}}-\frac{1}{n_{w}}-\frac{1}{n_{v}}+\frac{1}{n}$ |
| w but not v | $n_{w}-n_{w v}$ | $\frac{1}{n_{w}}-\frac{1}{n}$ | $-\frac{1}{n}$ | $-\left(\frac{1}{n_{w}}-\frac{1}{n}\right)$ |
| v but not w | $n_{v}-n_{w v}$ | $-\frac{1}{n}$ | $\frac{1}{n}-\frac{1}{n}$ | $-\left(\frac{1}{n_{v}}-\frac{1}{n}\right)$ |
| Other terms | $\mathrm{n}^{-n_{w}}-\mathrm{n}^{+} \mathrm{n}_{\mathrm{wv}}$ | $-\frac{1}{n}$ | $-\frac{1}{n}$ | $\frac{1}{n}$ |

Hence, as before, the orthogonality requirement, for main effects, is *

$$
n_{w v}=n_{w} n_{v} / n
$$

The condition for orthogonality of the w-effect
and the interaction, obtained in the same way, is

$$
n_{w v}\left(n_{w}+n_{w v}\right)\left(\frac{1}{n}-\frac{n_{w v}}{n_{w} n_{v}}\right)=0
$$

which leads to the same condition as before.
In discussing orthogonality between classification effects and regression effects, it is convenient to define

$$
\oint_{w v u}=\xi_{i w v u}, \xi_{i w v u} \xi_{j w v u}, \text { or } \xi_{i w v u}^{2}
$$

as required. Also, use the dot notation to denote summation, thus for example $\Phi_{\ldots}=\sum_{w v u} \phi_{W v u}$.

Now the orthogonality requirements can be
derived quite quickly from table 5, and summarized
as:

For orthogonality of regression
effects with:

$$
\begin{array}{ll}
w-\text { effects: } & \frac{1}{n_{w}} \Phi_{w \ldots}-\frac{1}{n} \Phi_{\ldots}=0 \\
v-\text { effects: } & \frac{1}{n_{v}} \Phi_{\cdot v}-\frac{1}{n} \Phi_{\ldots}=0 \\
w, v \text { interaction: } \frac{1}{n_{w v} \Phi_{w v}-\frac{1}{n_{w}} \Phi_{w} . .-\frac{1}{n} \Phi_{v} ._{v}+\frac{1}{n} \Phi_{\ldots}=0}=0
\end{array}
$$

or, using the main effects conditions in the interaction condition,

$$
\frac{1}{n_{w v}} \Phi_{w v}=\frac{1}{n} \Phi_{\ldots} \ldots
$$

The main effects conditions are implied by this condition, which is thus the requirement for orthogonality of regression effects and classification effects. In terms of the original regression variables, this condition becomes

$$
\begin{aligned}
& \sum_{u} \zeta_{i w v u}=\sum_{u} \xi_{i w v u} \xi_{j w v u}=0 \\
& \sum_{u} \zeta_{i w v u}^{2}=\frac{1}{n} \sum_{w v u} \sum_{i w v u}^{2}
\end{aligned}
$$

As an illustration, consider the case in which the whole of a response surface design is repeated for each $w, ~ v$ combination. In this case the first two conditions above are automatically satisfied. Also

$$
\sum_{u} \xi_{i w v u}^{2}=k, \text { say }
$$

is constant, and since $n_{w v}$ is constant (equal to the size of the regression design) the last condition reduces to

$$
K=\frac{n_{w v}}{n}\left(\frac{n}{n_{w v}} K\right)
$$

which is also satisfied. Thus the design satisfies the conditions, in agreement with the general result on the full replication model derived earlier.

Regression model dependent on classification
A natural extension of the classification model is to allow the regression coefficients to vary with the classification effect. Thus $\beta$ is replaced by a series $\beta_{w}, w=1, \ldots$ r. To achieve orthogonality with this scheme, the full replication type of design is required.

The simplest and most natural way to proceed, is to fit the regressions separately, and combine the results for an overall analysis of variance afterward.

## 5. Summary

After a general development of the theory behind response surface methodology, with particular reference to polynomial models and rotatable designs, section 1 of this thesis gives a rigorous development of the justification of the standard F-tests used. In particular, the lack of fit test, using an error estimate based on point replication, is justified.

Section 2 surveys the literature relating to response surfaces, with the exception of recent bias-oriented work. The emphasis is on theoretical development, rather than on applications.

In section 3 the analysis of second order designs is considered in some detail, the aim being to provide a means of testing hypotheses about individual coefficients. This separation is acheived for the slightly restricted case in which the dependent variables have zero odd moments about their means. Conditions for orthogonality between different quadratic terms are developed. Methods are derived for testing subsets of the quadratic terms when orthogonality does not hold, and, in particular, the case in which the part of the sums of squares and cross-products matrix relating to the quadratic terms has a particular form is considered. Finally, the ideas developed are
applied to rotatable designs.
Section 4 considers the combination of response surface designs with ordinary qualitative experimental designs. The first design considered is a general one enabling the combination of any response surface design with any experimental design in which the mean is orthogonal to the treatment effects. Since the design described is likely to be extravagant in experimental points, consideration is given to orthogonality conditions for general one- and two-way classification designs. In particular, the two-way classification with interaction is studied in some detail. Finally, brief mention is made of the possibility of regression coefficients differing with treatments.
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